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TUESDAY, MARCH 16, 1993

GRAND BALLROOM EAST

2:00 pm-5:30 pm

JTuC, JOINT OPTICAL COMPUTING/PHOTONICS IN
SWITCHING/SPATIAL LIGHT MODULATORS PLENARY
SESSION

B. Keith Jenkins, University of Southern California

Joseph W. Goodman, Stanford University, Presiders

2:00 pm (Plenary)

JTuC1 Extended generalized shuffle networks, G. W.
Richards, AT&T Bell Laboratories. This talk discusses how extended
generalized shuffle networks are useful in dealing with various con-
straints that are encountered when implementing switching net-
works with photonic technology. (p. 2)

2:45 pm (Plenary)

JTuC2 ATM objectives and requirements for next-generation
networks, Kai Y. Eng, AT&T Bell Laboratories. An overview of ATM
newworking is described with emphasis on virtual path transport
architectures and features. SDH termination, ATM cell processing,
and routing 272 discussed. (p. 6)

3:30 pm-4:00 pm COFFEE BREAK

4:00 pm (Plenary)

JTuC3 Photonics in switching: European systems demon-
strators and the long-term perspective, Lars Thylén, Royal In-
stitute of Technology, Sweden. Status in the area of photonics-in-
switching in Europe, highlighted by systems demonstrators, is
reviewed, and the long-term perspective for photonics-in-switching
is discussed. (p. 10)

4:45 pm (Plenary)

JTUCA Transition from optical interconnections to optical
computing, Richard C. Williamson, MIT Lincoln Laboratory. Op-
tical interconnections will be a foot in the door to the next genera-
tion of computer systems anda provide an evolutionary path toward
the use of optics at finer scales. (p. 15)

GRAND BALLROOM CENTER

6:30 pm-8:00 pm
OTuA, OPTICAL COMPUTING POSTERS: 1/
CONFERENCE RECEPTION

OTuAt Concept and implementation of the fractional Fourler
transfcrm, Adolf W. Lohmann, Physikalisches Institut der Univ.,
Germany. When a signal u(x) is Fourier transformed, its Wigner
distribution is rotated by 90°. Less than 90° means fractional
transform. Two transform experiments are proposed. (p. 18)

OTuA2 Iterative design of computer-generated Fresnel
holograms for free-space optical interconnections, Bernard
C. Kress, Sing H. Lee, UC-San Diego. An iterative algorithm to
design CGHs for optical interconnections is presented and com-
pared to noniterative methods. It is applied to twin-butterfly inter-
connection architecture for multiprocessor parallel computing.
(. 22)

.

TUESDAY, MARCH 16, 1993—Continued

OTuA3 Crosstalkiess incoherent optical/electronic hybrid
associative memory system, Masaki Taniguchi, Yoshiki ichioka,
Osaka Univ., Japan,; Katsunori Matsuoka, Government Industrial
Research Institute, Osaka, Japan. By using multiple-object dis-
criminant filters calculated by simulated annealing algorithm,
crosstalkless association results are obtained in incoherent op-
tical/electronic hybrid associative memory system. (p. 26)

OTuA4 Reflective block optics for optical computing
systems, Daisuke Miyazaki, Jun Tanida, Yoshiki [chioka, Osaka
Univ., Japan. A new concept of the reflective block optics for op-
tical digital computing systems is proposed. A discrete correlator
is designed, and basic experiments are executed to verify the con-
cept. (p. 30)

OTuAS Cellular two-layer logic array and optoelectronic im-
plementation, Liren Liu, Zibei Zhang, Xuejun Zhang, Jun Zheng.
Shanghai Institute of Optics and Fine Mechanics, China. A new
architecture of cellular-morphologic two-layer logic array is propos-
ed for binary and grey-level image processing and for image
transformation. An optoelectronic system is developed. (p. 34)

OTuA6 Experimental investigation of the tolerance of S-
SEEDs and L-SEEDs, Frank A. P. Tooley, Heriot-Watt Univ., UK;
Anthony L. Lentine, Sue Wakelin, AT&T Bell Laboratories; Alex
Wachlowski, Dominic Goodwill, Doug Baillie, Kevin Simpson,
Alcatel, Austria. Experimental resuilts will be presented of
measurements of the tolerance to spatial noise of symmetnc-SEEDs
and logic-SEEDs. These are compared with predictions from a
model. (p. 38)

OTuA7 Paper withdrawn.

OTuA8 Neural network router tor optical interconnection
networks, C. Lee Giles, Mark W. Goudreau, NEC Research In-
stitute. We propose a neural network routing methodology that can
generate control bits for an optical multistage interconnection net-
work and suggest an optical implementation. (p. 42)

OTuA9 Design of a microlens-based total interconnection
for optical neural networks, P. C. H. Poon, D. R. Selviah, J. E.
Midwinter, Univ. College London, U.K.; D. Daly, National Physical
Laboratory, U.K.; M. G. Robinson, Sharp Labs. Europe, U.K. Two
system designs are analyzed. and two types of microlens are
characterized to design a microlens based total interconnection
for optical neural networks. (p. 46)

OTuA10 High-speed database ng on an optical con-
tent addressable parallel processor (OCAPP), Ahmed Lour,
James A. Hatch, Jr., Univ. Arizona. This paper describes the use
of the OCAPP for efficient and high-speed database processing.
(p. 50)

OTuA11 Volume holographic storage and processing for
large databases, Jeff Brown, L. J. irakliotis, Pericles A. Mitkas,
Colorado State Univ. A volume holographic database system, that
operates in a record-parallel mode and allows associative and
address-based data access and retrieval, s described. (p. 54)




WEDNESDAY, MARCH 17, 1993

MESQUITE ROOM

8:15 am-8:30 am
OPENING REMARKS
B. K. Jenkins, University of Southern California

MESQUITE ROOM

8:30 am-10:00 am
OWA, WAVELENGTH DOMAIN PROCESSING
Demetri Psaltis, California Institute of Technology, Presider

8:30 am (Invited)

OWA1 Spectral hole buming, holographic storage and pro-
cessing, Urs P. Wild, Stefan Bernet, Stefan Altner, Eric S. Maniloff,
Alois Renn, Swiss Federal Institute of Technology, Switzerland.
Spectral hole burning allows for storage and simultaneous process-
ing of data. Using frequency and electric field multiplexing this
capability and its applications will be discussed. (p. 60)

9:00 am

OWA2 Multiwavelength logic gates with high computational
efficiency, D. J. Blumenthal, J. R. Sauer, Univ. Colorado, Boulder.
Two classes of logic gate which process information based on the
presence and absence of optical power at discrete wavelengths
are introduced. These gates exhibit computational efficiencies many
orders of magnitude greater than Boolean logic. An example pro-
cessor is investigated and advantages and limitations are discussed.
(p. 64)

9:20 am

OWA3 Muitiwavelength optical half adder, Pochi Yeh, Scott
Campbell, Shaomin Zhou, UC-Santa Barbara. We propose and
demonstrate spectrally parallel CARRY and SUM operations via
optical four-wave mixing in photorefractive media to achieve a
multiwavelength optical haif adder. (p. 68)

9:40 am

OWA4 Wavelength muitiplexed computer-generated volume
holography, Joseph Rosen, USAF Rome Laboratories; Mordechai
Segev, Amnon Yariv, California Institute of Technology. We
demonstrate recording and reconstruction of muiltiple computer-
generated, wavelength multiplexed, volume holograms, in a
holographic storage medium. The holograms display high selec-
tivity, and their reconstruction process resuits in a convenient con-
version of wavelength into angular multiplexing. (p. 72)

10:00 am-10:30 am COFFEE BREAK

MESQUITE ROOM

10:30 am-12:10 pm
OWB, PARALLEL SYSTEMS: 1
Bernard H. Softer, Hughes Research Laboratory, Presider

10:30 am (invited)

OWB1 Smart optical interconnects for high-speed photonic
computing, Peter S. Guilfoyle, Frederick F. Zeise, John M. Hessen-
bruch, OptiComp Corp. Muiti-element, smart GaAs DANE switching
arrays are being developed for free-space optical bus applications
and MCM data routing. (p. 78)

11:00 am

OWB2 Dsta/knowledge-base processing on a ODVM plat-
form, Richard V. Stone, John M. Hessenbruch, OptiComp Corp.
An ODVM (optical digital vector matrix) platform can scan 20,000
pages of text per second for muitiple search objects in raw text
search applications. {(p. 82)

vi

WEDNESDAY, MARCH 17, 1993—Continued

11:20 (Invited)
OWB3 3-D optical memories, Sadik Esener, University of
California-San Diego. Abstract not available at press time. (p. 86)

11:50 am

OwWB4 Comparison of wavelength and angle multipiexed
holographic memories, Geoffrey W. Burr, Demetri Psaltis, Califor-
nia Institute of Technology; Kevin Curtis, Northrop. The storage
capacity of an angle/wavelength memory is equal to the number
of resolvable elements of the angle/wavelength scanner, rather than
crosstalk limited. (p. 87)

12:10 pm-2:00 pm LUNCH BREAK

MESQUITE ROOM

2:00 pm-3:30 pm
OWC, OPTICAL NEURAL NETWORKS
Kelvin H. Wagner, University of Colorado, Presider

2:00 pm (invited)

OWC1 Holographic neural networks: a systems

Yuri Owechko, Hughes Research Laboratories. A variety of work
ing holographic neural networks have been recently demonstrated
in several laboratories, including our own. My talk reviews recent
developments, primarily from a system or user point-of-view.
(p. 92)

2:30 pm

OWC2 Second-order neural network implementation using
asymmetric Fabry-Perot modulators, Andrew Jennings, Brian
Kelly, John Hegarty, Paul Horan, Trinity College, Ireland. A second-
order neural network algorithm has been implemented optically,
with asymmetric Fabry-Perot modulator quantum well device ar-
rays functioning as optical input devices and weighted intercon-
nects. (p. 96)

2:50 pm

OWC3 Content addressable network implementations,
Stephen A. Brodsky, Clark C. Guest, UC-San Diego. Optoelec-
tronic implementations of three content addressable network (CAN)
learning algorithms employing optical computations for supervis-
ed learning and recall in supervised. self-organized, and tutored
CAN are presented. (p. 100)

3:10 pm

OWC4 Random interconnections with ground glass for op-
tical TAG neural networks, Hyuek-Jae Lee, Soo-Young Lee,
Sang-Yung Shin, Korea Advanced Institute of Science and
Technology, Korea. Ground glass provides high-density random
interconnections for large-scale optical implementation of neural
networks, while SLM is used for adaptive learning of local inter-
connections. (p. 104)

3:30 pm-4:00 pm COFFEE BREAK




WEDNESDAY, MARCH 17, 1993—Continued

MESQUITE ROOM

4:00 pm-6:10

OWD, ANALOG OPTICAL PROCESSING

Sn0 Young Lee, Korea Advanced Institute of Science &
Technology, Korea, Presider

4:00 pm (Invited)

OWD1 Optical processing in photorefractive crystals, John
H. Hong. Rockwell International Science Center. We describe the
use of photorefractive crystals in several rf signal processing ap-
plications where the unique capability of dynamic holography
operating in conjunction with acousto-optic devices provides ef-
fective processing systems. (p. 110)

4:30 pm

OWD2 Photorefractive phased-array-radar processor
dynamics, Robert T. Weverka, Anthony W. Sarto, Kelvin H.
Wagner, Univ. Colorado, Boulder. We derive, and experimentally
verity the dynamic and steady state behavior of a high-bandwidth,
large degree-of-freedom phased-array-radar optical processor.
(p. 111)

4:50 pm

OWD3 Performance evaluation of an acousto-optic wide
band correlator system, R. D. Griffin, J. N. Lee, U.S. Naval
Research Laboratory. We report the performance of an acousto-
optic correlator that performs in an integrated system 20-70 times
faster than a VAXVector 6410, with potential for a 100X speedup.
(p. 115)

5:10 pm

OWD4 Optical matrix multiplication using grating
degeneracy in photorefractive media, Claire Gu, The Penn-
sylvania State Univ.; Scott Campbell, Pochi Yeh, UC-Santa Bar-
bara. We propose and demonstrate a novel method which utilizes
grating degeneracy in photorefractive media and an incoherent
laser array to implement parallel optical matrix-matrix multiplication.
(p. 119)

5:30 pm

OWDS Optoelectronic fuzzy logic inference system using
beam scanning laser diodes, Hideo Itoh, Masanobu Watanabe,
Ceiji Mukar, Hiroyoshi Yajima, Electrotochnica! Laborate= 'apan
A high-speed optoelectronic fuzzy controller using beam-scanning
laser diodes is proposed. The controlier uses algebraic-product-
sum-gravity method with Gaussian membership functions, which
is suitable for optoelectronic implementations. (p. 123)

5:50 pm

OWDE Fourler transforms of fractional order and their op-
tical interpretation, David Mendlovic, Tel-Aviv Univ., Israel; Haldun
M. Ozaktas, Bilkent Univ., Turkey; Adolf W. Lohmann, Angewandte
Optik, Germany. Fourier transforms of fractional order are defin-
ed. An optical interpretation is provided in terms of quadratic graded
index media and discussed from both wave and ray view points.
(p. 127)

GRAND BALLROOM CENTER

8:00 pm-9:30 pm
OWE, OPTICAL COMPUTING POSTER SESSION: 2

OWE1 Optical transpose interconnection system, Philippe
J. Marchand, Gary C. Marsden, Sadik C. Esener, UC-San Drego.
The optical transpose interconnection system is a compact, effi-
cient and simple optical interconnection that supports k-shuffle,
mesh-of-tree, or hypercube optoelectronic architectures. (p. 132)

vil

WEDNESDAY, MARCH 17, 1993—Continued

OWE2 Theoretical study of the operating conditions for S-
SEEDs within cascaded digital optical arrays, Marc P. Y
Desmulliez, John F. Snowdon, Brian S. Wherrett, Heriot-Watt Univ..
U.K. Tolerances of S-SEED logic gates, within optical circuits, to
inter-gate leakage and 2-D nonuniformity are quantified, employ-
ing an analytic mode! developed for the device dynamics. (p. 136)

OWE3 Reversal input superposing technique for all-optical
neural networks, Yoshio Hayasaki, Ichiro Tohyama, Toyohiko
Yatagai, Masahiko Mori, Satoshi Ishihara, Univ. Tsukuba. Japan.
A new technique using reversal input superposition for optical neural
networks is present. Negative values and subtractions are not re-
quired in optical implementation with this technique. (p. 140)

OWE4 Tandem D-STOP architecture for error backpropaga-
tion networks, Gary C. Marsden, Ashok V. Krishnamoorthy, Sadik
C. Esener, UC-San Diego, Jean Merckle, Univ. de Haute-Alsace,
France. We present an optoelectronic neural architecture which
allows fully parallel on-line learning based on the error backpropaga-
tion atgorithm. (p. 144)

OWES Direct optical implementation of lateral inhibition and
excitation, Paul Horan, Trinity College, Ireland. An optical scheme
for implementing lateral excitatory and inhibitory interconnections
in a neural network is presented, along with a proof-of-principal
simulation. (p. 148)

OWE6 Neural algorithms that exploit optical hardware
characteristics, John F. Snowdon, Heriot-Watt Univ.. UK. The
use of optical device characteristics in the formulation of neural
algorithms is considered, and the capabilities of resulting systems
are analyzed. (p. 152)

OWE7 Optical processing system for industrial process con-
trol application, Sushila Singh, A. D. Shaligram, Univ. Poona. In-
dia. This paper reports designing of an optical processor for on-
oft and continuous types of control It makes use of optical
magnitude comparator based on shadowcasting approach.

(p. 156)

OWES Optical algorithm for a plane image reconstruction
from its boundary, Y. B. Karasik, Tel Aviv Univ, Israel. The techni-
que of optical computing is applied to develop a new filling algorithm
which fills the interior of a plane image in constant time. (p. 160)

OWES Optical algorithms in geometry, Y. B. Karasik, M. Sharir,
Tel Aviv Univ., Israel. We present optical algorithms—sequences
of optical operations—that solve efficiently many basic geometric
problems, motivated by (and applicable 1n) graphics, pattern mat-
ching, etc. (p. 164)

OWE10 Algorithm for implementing fully connected optical
interconnection networks with broadcast capability, Ahmed
Louri, Univ. Arizona. We present a new aigorithm {0 imiplemen
ting fully connected optical interconnection networks with broad-
cast capability. The algorithm achieves full connectivity between
nodes arranged on a two-dimensional plane in constant time.
(p. 168)

OWE11 Optical data filter for selection and projection, P. A
Mitkas, S. A. Feld, L. J. Irakliotis, C. W. Wilmsen, Colorado State
Univ. An optical data filter is presented capable of performing selec-
tion and projection operations in a relational database environment.
The filter is based on arrays of light amplitying optical switch op-
tical gates. (p. 172)

OWE12 Polarization- and birefringence-based optical system
tor reconfigurable weighed interconnects and image shifting,
Werner Peiffer, Hugo Thienpont, Michiel Pelt, Roger Vounckx. Inna
Veretennicoft, Vrije Univ. Brussel, Belgium. A computer driven op-
tical system is presented for dynamically reconfigurabie and weigh-
ed local interconnects. Videotaped demonstrations and quantitative
measurements illustrate actual performances. Future prospects are
discussed. (p. 176)




WEDNESDAY, MARCH 17, 1993—Continued

OWE13 Optical interconnection slab-based static datatiow
computer, Alastair D. McAulay, Lehigh Univ. A static dataflow com-
puter is proposed and simulated that uses a glass slab as an inter-
connection network for flip chip bonded processors and memory
cells. (p. 180)

OWE14 Board-to-board high-speed optical interconnections,
J. Jiang, Duisburg Univ., Germany. A new concept using a cylinder
mirror and particularly formed light-guiding plates is developed for
board-to-board high-speed optical interconnections. (p. 184)

OWE15 Synchronizing and controlling fast digital optical
processors, Vincent P. Heuring, Valentin N. Morozov, Univ. Col-
orado at Boulder. We present solutions to the problems of timing
resynchronizing and controlling high-speed optical processors in
the context of the gate and strobe paradigm and the more recent
time-of-flight paradigm. (p. 188)

OWE168 Model of lossiess bus structure using erbium fiber
amplifiers pumped near 820 nm, Manoj M. Bidnurkar, Steven
P. Levitan, Rami G. Melhem, Donald M. Chiaruili, Univ. Pittsburgh.
A model and simulation resuits for a fossless tapped fiber bus are
presented. Optical amplification is provided by an erbium fiber
amplifier using a pump wavelength near 820 nm. (p. 192)

OWE17 Simulated annealing applied to placement of pro-
cessing elements in optoelectronic multichip modules inter-
connected by computer-generated holograms, D. Zaleta, J.
Fan, S. H. Lee, C. K. Cheng, UC-San Diego. Results of applying
the simulated annealing algorithm to the placement of processing
elements based on CGH fabrication limits for optoelectronic
multichip modules is presented. (p. 1986)

OWE18 One-step moditfied signed-digi addition/subtraction
based on redundant bit representation, Hongxin Huang,
Masahide Itoh, Toyohiko Yatagai, Univ. Tsukuba, Japan. One-step
modified signed-digit addition and subtraction, which employ 34
minterms, have been realized with two full parallel optical configura-
tions based on rédundant bit representation. (p. 200)

OWE19 Coﬂeoph for fully integrated FET-SEED circuits and
their lppl&cltlons tor optical computing, A. J. Wachiowski, D.
Rhein, Alzatel Austria Elin Research Centre, Austria; F. A. P. Tooley,
Heriot-Wyatt Univ., U.K. We describe concepts for computing and
sorting applications using FET-SEED technology to achieve higher
logic integration. Computer simulation is used extensively to verify
thé performance. (p. 204)

OWE20 Strained multiple quantum well ail-optical bistable
mk:rocavlty operating at 980 nm, J. L. Oudar, D. Pellat, R.
Kuszelewicz, R. Azoulay, France Telecom, France. Strained In-
GaAs/GaAs, quantum wells located at the standing-wave antinodes
of a ingn inessse AlAs/GaAs microcavity display ali-opticai bistability
at 980 nm with 10-uW/um2 threshold. (p. 208)

viii

THURSDAY, MARCH 18, 1993

GRAND BALLROOM WEST

8:30 am-10:00 am
OThA, SMART PIXELS: 1
Richard A. Linke, NEC Research Institute Inc., Presider

8:30 am (invited)

OThA1 Smart pixel optical computing architectures, A. A
Sawchuk, L. Cheng, Univ. Southern California; S. R. Forrest, P.
R. Prucnal, Princeton Univ. Optoelectronic integrated circuit smart
pixel arrays implement programmable ampilifiers, inverters, logic,
bistable switch or latch functions in reconfigurable celiular hyper-
cube processors, shuffle, or sorting networks. (p. 214)

9:00 am

OThA2 Field effect transistor-self electro-optic effect device
(FET-SEED) circuits for optoelectronic data processing
systems, L. M. F. Chirovsky, L. A. D'Asaro, E. J. Laskowski, S.
S. Pei, M. T. Asom, M. W. Focht, J. M. Freund, G. D. Guth, R. E.
Leibenguth, G. Livescu, R. A. Morgan, T. Mullaly, L. E. Smith, A.
L. Lentine, G. 0. Bayd, T. K. Woodward, AT&T Bell Laboratories.
With the monolithic integration of FETs and SEEDs, electronic and
photonic technologies merge to enhance each others capabilities,
creating the possibility for a whole new range of data processing
architectures. (p. 218)

9:20 am

OThA3 Cascaded operation of two 128-pixel FET-SEED
smart pixel arrays, F. B. McCormick, A. L. Lentine, L. M. F. Chirov-
sky. AT&T Bell Laboratories. We demonstrate cascaded operation
of two single transistor FET-SEED smart pixel arrays at 28 Mbis
(14 MHz square wave), limited by optical signal nonuniformities.
(p. 222)

9:40 am

OThA4 Design and construction of looped paraliel pro-
cessors, S. Wakelin, F. A. P. Tooley, Heriot-Watt Univ., UK. In-
vestigation into generic issues in free-space digital optical intercon-
nection, by the canstruction of looped parallel processors using
devices based on self-electro-optic effect device technology is
described. (p. 226)

10:00 am-10:30 am COFFEE BREAK

GRAND BALLROOM WEST

10:30 am-12:00 pm
OThB, SMART PIXELS: 2
Joseph W. Goodman, Stanford University, Presider

10:30 am (invited)
OThB1 Applications of smart pixeis, T. J. Cloonan, AT&T Bell
Laboratories. Abstract not available at press time. (p. 232)

11:00 am

OThB2 Application of self-simiiar petterns to optoeiectronic
shuffie/exchange network design, Michael W. Haney, 8DM /n-
ternational, Inc. A new smart pixel array layout methodology, bas-
ed on self-similar grid patterns, is proposed to improve packaging
efficiency in free-space shuffle/exchange networks. (p. 233)

11:20 am

OThB3 Nonbiocking optical interconnection networks ue-
ing electro-optical matrix switches based on VSTEPs, S. Araki,
S. Kawai, H. Kurita, K. Kubota, T. Numai, K. Kasahara, NEC Corp.
Japan. The number of input channels in proposed novel electro-
optical matrix switches was evaluated on the basis of their optics.
Elemental functions for the switches were certified by using VSTEP
and microlens arrays. (p. 237)




THURSDAY, MARCH 18, 1993—Continued

11:40 am

OThB4 Packaging considerations for planar optica! 5+ stems,
Bruno W. Acklin, Jirgen Jahns, AT&T Bell Laborat~r--.. We pre-
sent a specific example for building an integrated  utoelectronic
system using the concept of planar optics. B¢~ . on issues such
as the optical design, thermal managemernit, and fabncation con-
straints, we discuss vanous aspects ¢t packaging such a system
(p. 241)

12:00 pm-2:00 pm LUNCH BREAK

GRAND BALLROOM WEST

2:00 pm-3:30 pm
OThC, OPTICAL INTERCONNECTIONS: 1
Mark Bendett. IMRA America, Presider

2:00 pm (Invited)

OThC1 Free-space optical switching modules, Masayasu
Yamaguchi, Ken-ichi Yukimatsu, NTT Communication Switching
Laboratores, Japan. This paper presents hardware of recent analog
and digital frea-space photonic switches based on liquid crystal
and semiconductor array devices. Their apphcations are also
discussed. (p. 246)

2:30 pm

OThC2 Design issues for beam array generation gratings,
Rick L. Mornson, Sonya L. Walker, AT&T Bell Laboratories. The
increasing size and complexity of free-space photonic systems is
placing new demands on the design, fabrication, and operation
of phase gratings (p- 250)

2:50 pm

OThC3 Packaged optical interconnection system based on
photorefractive correlation, Hidemi Takahashi, David Zaleta, Jian
Ma. Joseph E Ford. Yeshayahu Fainman. Sing H. Lee, UC-San
Drego. We demonstrated a packaged free-space optical intercon-
nection by photorefractive correlation. consisting of a phase code,
a LINbO, crystal. two CGH lenses, and a detector on a glass
substrate. (p. 254)

3:10 pm

OThC4 Polarization-selective computer-generated holo-
grams for optical multistage interconnection networks, Joseph
Ford. Fang Xu. Ashok Knshnamou.thy, Knstopher Urquhart,
Yeshayahu Fainman, UC-San Diego. Computer-generated
holograms with independent response to two orthogonal linear
polanzations were made using etched birefringent substrates. We
demonstrate a self-routing binary switch for muitistage optical in-
terconnection networks. (p. 258)

3:30 pm-4:00 pm COFFEE BREAK

GRAND BALLROOM WEST

4:00 pm-6:10 pm

OThD, PARALLEL SYSTEMS: 2

Jacek Chrostowski, National Research Council, Canada,
Presider

4:00 pm (invited)

OThD1 Opticalily interconnected multichip modules using
computer generated holograms, Michael R. Feldman, James
E. Morns, John Childers, Mouna Nakkar. Fouad Kiamilev, Unv.
North Carolina at Charlotte. Progress is proceeding toward the
development of an optically interconnected multichip module. The
module contains silicon chips with integrated photodetectors.
Holograms are used to route optical signals. (p. 264)
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4:30 pm

OThD2 Massively parallel computers using holographic
matrix as a photonic backplane, Michel Charrer, Bruno Houssay.
Thierry Lemoine, Sylvain Paineau, Thomson CSF, France. Optical
interconnect opens new ways for the realization of broadcast com-
munication networks, useful in future generations of massively
parallel computers. (p. 268)

4:50 pm

OThD3 Massively parallel processing system with an ar-
chitecture for optoelectronic computing, Masatosh: ishikawa,
Akira Mornta, Nobuo Takayanagi, Univ. Tokyo, Japan. A new ar-
chitecture for optical computing is proposed. and an experimen-
tal optoelectronic masstvely parallel processing system as a scale
up model ot OEIC 1s described. (p. 272)

5:10 pm

OThD4 Muitiprocessor system using interboard

optical interconnects: COSINE-HI, Toshikazu Sakano, Kazuhiro
Noguchi, Takao Matsumoto, NTT Transmission Systems
Laboratores, Japan. COSINE-IIl 1s built and tested. it uses 48 b:-
directional interboard free-space optical interconnects to three-
dimensionally connect 64 processing units (p. 276)

5:30 pm

OThDS Optically connected parallel machine, D M. Monro.
J. A Dallas, v. A. Nicholls, Univ. Bath, U.K.. M D Cnpps. City
Univ.. UK., W. A Crossland, Cambridge Umv., UK. A mult-
processor array achieves 640 Mbit/sec/channel with free space op-
tics switched by a 10-usec full crossbar 64 x 64 hquid crystal SLM.
with potential for improvement. (p. 280)

5:50 pm

OThDé6 Celiular processing with dittractive optical elements,
Andrew Kirk, Tomohira Tabata, Masatosh: Ishikawa, Univ  Tokyo.
Japan. A high-speed optoelectronic cellular processing system.
which employs a reconfigurable ditfractive eiement to perform a
shift-invanant interconnection operation. is described and ex-
perimental results are presented. (p. 284)

GRAND BALLROOM WEST

8:00 pm
OPDP, OPTICAL COMPUTING POSTDEADLINE SESSION
John E. Midwinter, University College London. U K . Presider
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GRAND BALLROOM WEST

8:30 am-10:00 am
OFA, OPTICAL INTERCONNECTIONS: 2
Philhp J Anthony. AT&T Bell Laboratories, Presider

8:30 am (Invited)

OFA1 GaAs heteroepitaxial growth on submicron CMOS
siticon substrates, S K Tewksbury. L. A Hornak, H. Nariman,
S McGinnis, West Virgima Univ. Prehminary resuits of our study
of the CMOS compatibilty of GaAs heteroepitaxial growth on wafers
contaiming twin-tub V CMOS devices (0.9 micron drawn features)
are reviewed. (p. 290)

9:00 am

OFA2 Four-foci slanted axis Fresnel lens for planar optical
perfect shutfle, C D Carey. D. R Selviah.J E Midwinter, Univ.
College London. UK. S H Song. E. H. Lee. Electronics and
Telecommunications Research Institute, Korea. A binary, reflec-
tive. amplhtude. four-foc. slanted axis, computer generated
holographic Fresnel lens performs a white iigh* perfect shuffle in
an imaging planar optic confrguration (p. 291)

9:20 am

OFA3 Experimental implementation of a 25-channel free-
space optical switching architecture, Andrew Kirk, Univ. Tokyo,
Japan, Stuart Jarmieson. Hussain imam. Trevor Hall, King's Col-
lege London, U K A matnx-matrix multipher crossbar switch 1s
descrnibed whch 1s based on the holographic muitiple imaging of
a Gaussian beamlet array Expernimental results are presented.
(p. 295)

9:40 am

OFA4 Bandwidth as a virtual resource in reconfigurable op-
tical interconnections, Donald M. Chiarulli, Steven P Lewvitan,
Rami G Melhem. Chunming Qiao, Umiv Pittsburgh. Locality-based
control paradigms which are directly analogous to virtual memory
management are adapted tor message routing and control of recon-
tigurable optical interconnection networks. {p. 299)

10:00 am-10:30 am COFFEE BREAK

GRAND BALLROOM WEST

10:30 am-12:00 pm
OFB, DIGITAL OPTICAL COMPUTING
Frank A Tooley. Heriot-Watt University, U.K.. Presider

10:30 am (Invited)
OFB1 Digital optical computing, K. H. Brenner. Umv. Erlangen,
Germany Abstract not availlable at press time (p. 304)

11:00 am

OFB2 Spatial soliton dragging gates and light bullets, Keivin
Wagner, Robert McLeod. Univ Colorado. Spatial soliton dragg-
ing provides a low-latency. cascadable, three-terminal optical logic
gate with gain that can be extended to three-dimensions using ight
bullets (p. 305)

11:20 am

OFB3 Case for all-optical digital computing, Miles Murdoc-
ca, Rutgers Univ. Reconhigurable gate-level optical interconnects
can provide a performance advantage over an opto-electronc ap-
proach. which may compensate for the increased expense of an
all-optical approach (p. 309)

FRIDAY, MARCH 19, 1993—Continued

11:40 am

OFB4 Optical implementations of the modified signed-digit
algorithm, Shaomin Zhou, Scott Campbell, Pochi Yeh, UC-Santa
Barbara, Hua-Kuang Liu, Jet Propulsion Laboratory. We propose
and demonstrate novel optical computing architecture utilize spatial
and spectral coding for the implementations of the modified signed-
digtt algorithm (p. 313)

12:00 pm-2:00 pm LUNCH BREAK

GRAND BALLROOM WEST

2:00 pm-3:10 pm
OFC, BIT SERIAL OPTICAL COMPUTING
Matthew W. Derstine, Optivision, Presider

2:00 pm (Invited)

OFC1 An integrated optics, stored program computer, Harry
F. Jordan. Alan R. Mickelson, Bart Van Zeghbroeck, | Januar, Univ
Colorado A senial stored program, digital optical computer has
been implemented and operated. Parameters of an integrated ver-
sion are derived from current integrated optoelectronics research
results. (p. 318)

2:30 pm

OFC2 Impleraentation of a general purpose stored program
digital optical computer, P. T. Main, R. J. Feuerstein. V P. Heur-
ing. H F Jordan, J R Feehrer, C. E Love, Univ. Colorado. The
first general purpose stored program optoelectronic computer with
optical signals flowing between gates has been constructed. lts
construction and operation are described (p. 322)

2:50 pm

OFC3 Time of flight packet synchronizers, Carl E Love. Harry
F Jordan. Unwv Colorado. High-speed optical packet communica-
uon networks need to synchronize data from distinct sources Two
architectures for flip-tlop tree, delay line based synchromzers are
demonstrated. (p. 326)

3:10 pm-3:20 pm
CLOSING REMARKS
H. S Hinton. AT&T Bell Laboratories
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Extended Generalized Shuffle Networks
G. W. Richards

AT&T Bell Laboratories
Room 2E-252
263 Shuman Blvd.
Naperville, Il. 60566-7050

Tel. (708) 713-5425
Fax. (708) 713-7951

1.0 Introduction

A successful network architecture generally must consider the technology being proposed for implementation. A
design suitable for an electronic application may prove to be unwieldly or even impossible to implement in the photo-
nic domain. Basically this is due to the limitations and constraints imposed by the optical technology at hand.

The talk provides an overview of a new class of networks called Extended Generalized Shuffle (EGS) networks! M2
and considers how various attributes of these networks can address some photonic switching constraints. From a
purely mathematical and topological viewpoint EGS networks are technology independent and they will be handled
as such in subsequent more detailed papcrsm[“l. However, our current focus is on photonic switching and we will
thus limit most of our discussion to those aspects of EGS networks that primarily impact the implementation of pho-
tonic switching networks. The talk is primarily intended to bridge some of the gap between photonic switching tech-
nology and switching network theory.

The following two sections catalog some constraints imposed by free-space and guided-wave photonics, respectively.
The fourth section briefly summarizes how EGS networks can deal with such contraints.

2.0 Some Free-Space Photonic Switching Constraints

Free-space photonic network implementation assumes the use of symmetric self electro-optic devices (S-SEEDs))
as logic gates in the switching modules of the network.

2.1 Switching Module Fan-Out/Fan-In Limitations

There are several reasons for preferring small values of fan-out and fan-in when dealing with free-space optics!®. If
the fan-out in a particular system is large, then the optical power that is emitted from a single S-SEED must be
divided before being routed to the many detecting S-SEEDs, and the optical power arriving at any one of the detect-
ing S-SEEDs will be relatively low. Since the maximum switching speed of an S-SEED is direcly proportional to
the amount of optical power that sets the device, smaller fan-outs will yield faster switching speeds.

Smaller values of fan-in are also desirable within a system because the signal-to-noise ratio at the input of any S-
SEED will increase as more signals are fanned into the device. The bit error rate of the system will also increase. In
addition, larger values of fan-out and fan-in will typically require more complicated beam-steering optics which tend
to increase the overall system cost.

Reference [6] reports a lossless beam splitting and recombination technique that suggests advantages for limiting fan-
out and fan-in to values of two between stages of logic. This in turn suggests the use of switching modules having no
more than two inputs and two outputs. Such modules may or may not be conventional crossbar switches; an issue we
consider next.

22 Switching Module Functionality

The functionality provided in switching modules should consider overall network implementation complexity and
efficiency. For example, consider two switching modules A and B and suppose that more B modules than A modules
are required to construct a non-blocking NxN network. We next consider the implementation complexity (no. of S-




JTuC1-2/3

SEEDs, no. of stages, no. of control beams, etc.) of the two module types. If the complexity of module B is less than
that of module A, we may find that a network using B modules has less overall complexity than one using A modules
(in spite of the fact that more B modules than A modules are required to construct the network).

2.3 Switching Stage Uniformity

Onc important advantage in having uniform or identical switching stages is that only one type of swilching stage
needs to be fabricated. However, such uniformnity requires that each switching stage has equal numbers of inputs and
outputs (because to fully interconnect all of the outputs of a given stage with all of the inputs of the next stage
requires that these numbers of inputs and outputs are equal and hence, via uniformity, that the numbers of inputs and
outputs on all stages are equal). Thus, switching stage uniformity implies that the number of interconnections
between stages is the same throughout the network. We consider this further in the next section.

Efticicnt, high performance EGS networks can be designed with uniform switching stages. In fact this constraint car-
rics with it almost no disadvantages.

2.4 Interstage Interconnection

The "free-space” descriptor for photonic switching networks refers to the means of interconnecting successive stages
of switching modules. It is advantageous for this technique (o have constant numbers of interconnections between
stages (as mentioned above). Two additional interconnection attributes, which have been found to be particularly
convenient when employing free-space oplics, are symmetry and stage-to-stage pattern invanance.

The so called "crossover"!’! interconnection pattern has constant numbers of interconnections between stages and
exhibits symmetry, but does not result in stagc-to-stage invariance. However, the stage dependent vanations are such
that they can be achieved by selecting an appropriate prismatic mirror array for each stage. We are willing to accept
these stage-to-stage variations because the crossover interconnection pattern can be shown to yield EGS networks.

2.§ Switching Stage Size and Number of Stages

There are usually advantages in kecping both the switching stage size and the number of stages small. These advan-
tages relate to such aspects as efficiency, reliability, and power. For example, as the swiiching stage size is increased,
the size of the S-SEED array that implements the logic of the switching stage must also increase. As a result, the
optical components (lenscs, beam-splitters, etc.) within a stage must be capable of providing diffraction-limited imag-
ing over larger ficlds of view. In addition, system lasers must provide more optical power if larger S-SEED arrays are
uscd. Both of these requirements will increase the cost of a single stage within the system.

If, on the other hand, the number of stages is incrcased, then the overall system cost will begin to increase. Also, the
cxpected availability of the system will decrease as the numnber of stages is increased, because the components within
the multiple stages have non-zero failure rates. Unfortunately, it is usually not possible to have small values simulta-
neously for both switching stage size and number of stages. What sort of compromises are possible?

S-SEED photonic EGS switching networks generally exhibit the following helpful attribute. For a given number of
input and output terminals and for a given probability of blocking (including zero), as the S-SEED amay size
increases (decreases), the required number of stages of S-SEED arrays tends to decrease (increase). Thus, these net-
works give the designer the capability to trade-off between switching-stage size and number of stages.

3.0 Some Guided-Wave Photonic Switching Constraints

Guided-wave photonic network implementation assumes the usc of lithium niobate couplcrs"‘l as the switching mod-
ules of the network.

3.1 2x2 Basic Element

The lithium niobate coupler is inhcrently a 2x2 device. Thus, we assume the use of switching modules having no
more than two inputs and two outputs. As with frec-space photonics, such modules may or may not be viewed as
conventional crossbar switches.

32 Switching Module Functionality

Crosstalk due to imperfect lithium niobate couplers can grow to an undesirable level in a large network. One solution
to this problem is to allow no more than one active signal in any couplerm. This means that a coupler may be
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unavailable for use even though the desired input and output of the coupler are both idle. EGS networks are able to
deal directly with this constraint in network design.

3.3 Interstage Interconnection

To keep losses at a minimum, the waveguide bends between stages of couplers have relatively large radii of curva-
ture. Additionally, the couplers themselves are relatively large in comparison to the substrate wafer used in the fabri-
cation process. The result is that there is low coupler density and therefore limited switching functionality per
substratc module. The challenge for EGS networks is to be able to utilize such low functionality modules in the
design of efficient high functionality networks.

3.4 Switching Stage Size and Number of Stages

As with free-space networks, there are usually advantages in keeping both the switching stage size and the number of
stages small. Overall crosstalk and loss are two items of consideration. EGS networks allow trade-offs between
switching stage size and the number of stages. As one increases (decreases) the other decreases (increases). Further-
more, in the most efficient configurations, the number of stages increases slowly (log N) in comparison to N (the
number of inlets and outets).

4.0 EGS Network Attributes

The following subsections catalog a few of the EGS network attributes that are helpfu! in dealing with photonic
switching constraints.

4.1 Global Generalized Conditions for Non-Blocking Operation

It is possible to establish conditons for non-blocking EGS networks in very general terms. These conditions do not
impose any constraints on the number of inlets or outlets in a network or any relationship between these two values.
There ts no symmetry required in the network. There are no constraints on the number of stages in the network.
There is no relationship required between the size of the switching modules in one stage and any other stage. Also,
the size of the switching modules in any particular stage are not generally constrained.

The major impact here is that for the most part switching networks can be designed with arbitrarily sized modules and
an arbitrary number of stages. Thus, 2x2 modules can be utilized easily and switching stage uniformity becomes a
natural outgrowth.

4.2 Multiple Stage Modularity

Under certain easily met conditions EGS networks exhibit the following attribute. For specifc (not necessarily con-
secutive) stages 1 and j, there exist subsets of switches in both of these stages such that every switch in the stage-i sub-
sct has a path to every switch in the stage-j subset and paths to no other switches in stage j. This allows networks to
be constructed via multi-stage modules, each of which is entirely unconnected from other modules in the correspond-
ing stages.

4.3 Different Types of Switching Module Functionality

The analysis of EGS networks allows switching modules to have functionalities fess than that of conventional cross-
bar switches. Such reduced functionality usually relates to the sizes of specified subsets of inlets and outets on the
module that can be individually connected to each other. For example, onc type of module may only be able to con-
nect all inlets to all outlets or no inlets to no outlets. Efficient EGS networks can be constructed from such modules.

4.4 Network Isomorphisms

Two networks may have the same connectivity, differing only in the way their switching modules and links are
labeled or in the way they are drawn. Any two such networks are said to be isomorphic. This relationship divides the
collection of all networks into isomorphic classes. It is the fortunate case that many isomorphic classes of EGS net-
works have members that are amenable to photonic implementation. Formal mapping functions provide the ability to
similarly analyze and control many of the members of a given isomorphism class, thereby allowing technology cons-
derations to dictate the particular member chosen for implementation.

4.5 Network Shape Trade-Offs
The generality inherent in EGS networks allows a network with a given number of inlet and outlets to have many dif-
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ferent “shapes”. More specifically, one can typically trade-off the number of modules per stage with the number of
stages. Thus network designs can be tailored to accommodate the needs of various technologies.

4.6 Other Attributes

The theory of EGS networks encompasses other dimensions of switching applications such as routing and control.
These items and others have also found value in the implementation of photonic networks. Unfortunately, the limited
scope of this summary does not allow further elaboration of such topics.
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ATM Objectives and Requirements For
Next-Generation Networks

Kai Y. Eng
AT&T Bell Laboratories
Room 4F525
101 Crawfords Corner Road
Holmdel, NJ 07733-3030
Phone: (908) 949-2201 Fax: (908) 949-9118
Email: kye@boole.att.com

1. Introduction

Worldwide activities on ATM (Asynchronous Transfer Mode) have been intensifying with
rapidly evolving standards (CCITT and ATM Forum) [1,2). Applications include multimedia
services, high-speed LAN'’s, central-office switches and high-speed digital crossconnects.
Potential large-scale network conversion into ATM is being considered and debated within
various research and development communities. The push for deploying ATM to upgrade the
existing network infrastructure has sometimes been compared to the “analog-to-digital
revolution". The primary incentive to do so stems almost entirely from its service flexibility.
Here, we discuss various aspects of ATM networking, emphasizing the transport objectives and
requirements for next-generation networks. We will begin with the basic notions of ATM
networking and then shift to a specific example of a VP (Virtual Path) transport network using an
integrated ATM Crossconnect as a key network element.

2. Basics of ATM Networking

In ATM networking, all user-generated information (voice, video and data) is converted into
standard fixed-size packets called "cells” for switching and transport. This process of converting
the original data into ATM cells is called "adaptation”. An ATM cell has a fixed size of 53 octets
consisting of a 5-octet header followed by a 48-octet payload (Fig. 1). The header contains
primarily the routing information for the cell (VCI and VPI values). Unlike traditional
synchronous TDM transmission systems where data are sent via preassigned time slots, ATM
traffic is transported by cell multiplexing without dedicated slots, and cells from a given source
would appear to the network as asynchronous traffic. A simplified depiction of an ATM network
connecting two users, A and B, is illustrated in Fig. 2. In order to initiate a communication
connection between A and B, a call set-up procedure has to be invoked, e.g., a call request from A
to B via ATM Switch I (signaling and control not shown in Fig. 2). As part of the call set-up
process, ATM Switch I needs to inform A’s ATM adapter proper VCI and VPI values to use and
also to assure that these header parameters are recognized by various network elements along the
assigned route for routing. Let us focus on the routing function first.

An ATM end-to-end connection from A to B is designated as a Virtual Circuit and hence a VCI
in the cell header. A specific path from ATM Switch I to ATM Switch I, however, is called a
Virtual Path which may contain many Virtual Circuits between various source-destination pairs
connected to ATM Switches I and II. Along a specific VP, there may be multiple ATM
Crossconnects (XC's) which are VP switches. Therefore, a VP is essentially a specific routing
path from an originating ATM Switch to a destinating ATM Switch through a series of ATM
XC'’s. All cells from a given source in the same connection traverse the same Virtual Path, and
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their original sequence is thus maintained. The VPI value in the header designates the VP, but its
use requires a translation process explained later in the next section.

The transmission line standard between ATM network elements (Switches and XC's) is assumed
to be SDH (or SDH), e.g., 155 Mb/s OC-3c, 622 Mb/s OC-12c or 1.4 Gb/s OC-48. As specified
in the standards, ATM cells are mapped into the payload of the SDH envelope. Since the VPI
value has 12 bits, each transmission link can carry up to 4096 unique VP’s. The processing of the
SDH overhead and ATM cells in the payload is an important part of the line interface at each
ATM XC (often called "line cards"). The delivery of cells according their VP, namely VP
transport, plays an important role in ATM networking because of its flexible service and fast
restoration capabilities [3). We will focus on the operation of VP transport by describing an
overview of an integrated ATM XC.

3. ATM Crossconnect Functions and Requirements

When ATM cells are carried as payload in the SDH envelope for optical transmission, they have
to be recovered before switching can take place at each ATM XC. The function of receiving the
optical signal, terminating its SDH overhead and recovery of its payload (i.e., ATM cells) is
usually called the LTE (lightwave terminal) function. The VP switching of cells is of course the
main goal of the XC. VP switching here means the routing of the incoming cells to the
appropriate output ports according to their VPI values on a cell-by-cell basis. Although not
required, today’s technology permits an integrated design whereby both the L'TE and the VP
switching functions are combined in a single machine. The LTE part is implemented mostly in
the line cards, and the VP switching in the "XC fabric". For subsequent discussions, we only
consider an integrated ATM XC.

Various essential functions required in an integrated ATM XC are summarized in Fig. 3. After
optical detection, the received SDH signal is descrambled and frame synchronized so that the
overhead bytes can be retrieved. Processing of these overhead bytes is required to provide several
maintenance functions such as line integrity, line protection switching, inter-XC data
communications, etc. Furthermore, pointer processing has be performed to establish
synchronization for recovering the "floating" frames (called virtual containers) of ATM cells in
the payload. The beginning of each cell has then to be identified within the virtual container.
After the cells are extracted, they have to be properly processed before the actual switching, and
this part may either be implemented in the line card or as part of the XC fabric.

In ATM cell processing, OA&M (operation, administration and maintenance) cells are separated
from data cells. OA&M cells may be destined for the local system controller or for further
transport. The data cells are first processed with HEC (header error correction). Cell headers with
1-bit errors can be comrected, and those with more than 1-bit errors are discarded immediately.
The VPI value is then examined in a table look-up for validation and also to identify the output
port for the routing of each cell. Cell routing is implemented in the XC fabric which is
functionally identical to a conventional ATM switch fabric. As such, cell buffering is required
because multiple cells may destine for the same output port at the same time. This aspect has been
well understood in ATM switching. In addition to the routing, the most most important
processing is perhaps the translation of the incoming VPI value in each cell to a new value
(preassigned by network control). That is, for each cell transit through the ATM XC, there is a
unique mapping of its incoming VPI value to its outgoing value. Consequently, a VP can be
characterized by a unique series of VPI values along the various physical links in its route. Doing
so allows for maximum utilization of the VPI values (limited to 12 bits) in each physical link.




8 / JTuC2-3

At an output port of the XC fabric, cells from different inputs are multiplexed together to form a
stream. They have to be individually checked for errors and to verify proper routing (plus internal
diagnostics) before passed on as input to a SDH processor. In this SDH processor (output line
card), the ATM cells are inserted into the payload envelopes, and new pointer and other overhead
bytes are included in the final assembly of the whole SDH signal for optical transmission.

The capability of electronics is advancing rapidly to meet the requirements of high-performance
ATM network elements. An integrated prototype ATM XC recently demonstrated includes an
8x8 ATM fabric operating at 2.5 Gb/s and with multiple-rate line cards (OC-3c to OC-48) [4].
This is equivalent to a total system capacity of 20 Gb/s, supporting up to 128 bidirectional OC-3c
(155 Mb/s) interfaces or up to eight bidirectional OC-48 (2.4 Gb/s) interfaces. Expansion to
much larger fabric sizes is possible and is being researched.

4. Conclusions

VP transport is a fundamental aspect of ATM networking. It provides flexible service and fast
restoration capabilities in next-generation networks. An ATM XC capable of cell-by-cell routing
is a key network element to support VP transport. In addition, extensive SDH and ATM cell
processing is required in implementing the ATM XC, today’s VLSI technology is adequate to
meet these challenges efficiently and economically.
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Header Payload
5 octets 48 octets
S
| S
| RS ~ GFC: Generic Flow Control (in UNI
only, becomes VPl in NNI)
1 GFC or VPI VPI VPI: Virtual Path Identifier
2 VPI VvCI VCI: Virtual Circuit Identfier
PT: Payload Type
3 vl CLP: Cell Loss Priority
4 VCI PT cLp] HEC: Header Error Control
UNI: User Network Interface
5 HEC NNI: Network Node Interface

Fig. 1 ATM Cell
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Photonics in switching: European systems demonstrators and the
long term perspective

Lars Thylén *
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Status in the area of photonics in switching in Europe, highlighted by systems demonstrators, is
reviewed,and the long term perspective for photonics in switching is discussed.

1 INTRODUCTION

It is widely recognized that the progress and role of photonic switching have not paralleled that of fiber
optics point to point communications, where new avenues for fiber optics keep opening, most recently in
the shape of fiber to the home and the associated introduction of broadband services. The discussions
concerning fiber to the home, and the corresponding systems issues, seem to have been only marginally
influenced by the possibilities offered by photonic switching. Part of the explanation for this state of
affairs is the competition from electronics, and the uncertainty of the actual bandwidths required by
different services and subscriber categories, but mostly the lack of clear and verifiable systems solutions
where photonic switching offers significant and unique advantages. In addition, we have the comparative
immaturity of the device technology required as well as the lack of a practical and reasonably standardized
way of assembling optical systems. This situation is reflected in the comparatively small number of
systems demonstrators and the virtually nonexistent field trials to date. Ref [1], [2] are exceptions here,
but they can not be described as fully fledged field trials.

This paper discusses development over the last few years concentrating on the European scene, where
several European research programs (COST as well as RACE) have included projects (especially the
RACE OSCAR R1033) more or less devoted to photonic switching. Some current representative systems
demonstrators are described. Comments on the relationship between electronic and optical switching,
based on switching energy, pertinent for ATM switching, are finally made.

This paper concentrates on guided wave switching systems and devices , there are strong proponents
of free space 3D systems and technology , {3], [4). However, the situation here is even less mature as
far as technology is concerned, and systems proposals and technology demonstrated so far are no more
convincing than the guided wave concepts. The rationale and motivation for integrated photonics in
photonic switching is the same as those underlying the unparalleled success of integrated electronics .

2 DEVELOPMENTS IN PHOTONICS IN SWITCHING

The rationale for photonic switching is the uncontested bandwidth and loss of the optical guided wave
transmission as well as the speed allowed by optical interactions. Different attempts have been made to

*Also with Fiber Optics Research Center, Ericsson Telecom AB, S-126 25 Stockholm, Sweden
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Figure 1: Evolution scenario of photonic switching. Years indicate possible time of field trial. MWTN,
WTDM, ATMOS and OSCAR are RACE projects, mentioned in the text

shape this into new systems architectures, ("optical ether”). Broadly speaking, this has led to a number
of schools:

A) Circuit type low speed switching, involving switching in space and wavelength

B) STM, ATM and PTM type switching, where optical temporal switching is involved,in some cases in
conjunction with wavelength and space division switching.

C) 3D optical interconnects in combination with QEICs, where the processing is (mainly) electronic and
the transmission optic.

D) Whereas the above approaches can in essence be classified as optical interconnect under electronic
control, there also is the possibility for opto-optical switching , e g via soliton interactions [5]

Crucial in all attempts to apply temporal switching is the lack of an optical RAM type memory,
comparable in integration and performance to electronic ones, since various degrees of synchronization
and storage are required. It appears that only wavelength and space division switching make use of the
bandwidth in a way commensurate with the bandwidth of the transmission medium, thus creating a novel
fiber optic "network” that is to a degree bitrate and coding independent (”transparency”). It should be
borne in mind that we are dealing with an analog, nonlinear network. However, time division switching
type network structures have been suggested and partly demonstrated, where optical switching functions
are simple and in some cases memoryless ([6], {7]), again taking advantages of the basic features of the
optical transmission medium. See also [8]. One could attempt to structure the development in photonic
switching according to Fig 1.

3 SYSTEMS DEMONSTRATORS

The systems demonstrators, which in some sense can be labeled as photonic switching ones, currently
developed within the RACE program, are part of the following projects: Wavelength and time division
multiplexing (WTDM) broadband CPN network, Multiwavelength transport network (MWTN) and ATM
optical switch (ATMOS). The first two are essentially in category A) in section 2, the third in category
B). All these projects are based on RACE I projects. In addition there is a German program, which
addresses ATM type switching. The talk will discuss these projects, two of which are described below.
Fig 2 shows the basic structure of the R2039 ATMOS demonstrator [9]. This utilizes synchronized ATM
cells at the input (for all practical purposes of electronic origin). The cell encoder wavelength encodes the
packets utilizing wavelength converters (eg in the shape of bistable DBR lasers). Contention is resolved
by a cell buffer block with K fiber optic delay lines (K=16 in a suggested system; with no contention, this
entire block can of course be deleted). Power splitters and optical gates (semiconductor laser amplifiers)
route the packets to the pertinent delay line. The packets (still of course synchronized), enter a space
switch in the shape of a star coupler, with optical filtering at the output. Four layers of this type, each
comprising a Clos net with 3 stages of 16 x 16 switches will have a total throughput of 10 Tb/s, with
a 102 cell loss rate for 16 cell buffers (fig 2), with 10us delay. The line rate is 2.6 Gb/s. A rigorous
comparison with an all electronic system still remains to be done and is a challenging research topic. It
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Figure 2: ATM optical switch (ATMOS) system demonstrator

should be noted that impressive results have been reported recently on fiber optic delay lines, applicable
to this concept [10]. The ATMOS system presents a number of very challenging device requirements,
notably wavelength converters and optical storage. Fig 3, on the other hand, represents an example of
a routing system [11], see also [12]. The structure in fig 3 performs routing in the space and wavelength
domains. Hence, we are not concerned with a reconfiguration of the network, more rapid than that
called for by eg protection switching (> us). The core of the network is formed by tunable lasers in the
transmission system, tunable filters and space switches in the switching system and fiber amplifiers in
a line system. Also important (but historically given little attention in systems like this) is the control
system. Since the signals are not immediately available in electronic form (with a few exceptions, such
as laser amplifiers [13]), the control system has to be structured accordingly, and the devices provided
with control interfaces, the need of which is not superficially obvious. Two issues of prime importance
are wavelength referencing and power equalization. The system in fig 3 constitutes a logical extension to
the existing transport network concepts, adding flexibility, reliability as well as resilience, by performing
routing in a frequency and code transparent way. The systems claims made here (the underlying systems
rationale is about the same in WTDM) are maybe not as far reaching as for ATMOS, but the application
appears reasonably near term. In fact, in view of the continued development of the transport network
with electronic cross connects, the optical cross connect appears to be a good candidate for a fairly
imminent application, being uncontested by electronics.

4 HIGH SPEED SWITCHING: PHOTONICS OR ELECTRON-
ICS OR BOTH?

A view often advocated in the optics community is to justify photonic switching by extreme speed and
superior bandwidth. However, MODFET transistors have been reported with speeds up to 500 GHz, and
several roads into the THz realm exist: Superconductors, quantum interference, single electron transfer,
and brute force scaling of dimensions. The last exercise has given uninterrupted ezponential performance
growth since the 40s! "Fundamental” limits appear to be no hindrance to continued development for
the next few decades. This means that electronic integration levels, switch energy as well as speed will
continue to improve. Concerning integration and switch energy, it appears that basic considerations
prevents photonics from presenting a viable alternative to electronics [14]. Hence, the combination of
photonics and electronics has to be given serious consideration. One example could be low level of photonic
integration (where dissipation is less of a concern) for extremely high speed (sub ps) multiplexing and
demultiplexing, with the slower and complex (more integration intensive) tasks carried out by electronics.
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5 CONCLUSIONS

This paper has described two representative examples of photonic switching demonstrators, showing dif-
ferent approaches, differing device requirements and addressing different time perspectives. It should be
emphasized that photonic switching can not be seen in isolation but only from a total systems perspec-
tive. Some research items of photonic switching can be identified: Rigorous research on electronic vs
photonic switching, including systems considerations; the potential of extremely high speed, low inte-
gration switching using nonlinear optical interactions, such as solitons; 3D reconfigurable interconnect,
combined with OEICs. While these are certainly worthwhile to pursue, it appears that the span to the
present needs to be bridged by more applied research; thus field trials are highly desired in the next few
years, unless photonic switching is to share the fate of at least part of the field of optical computing.
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Optical interconnections will be a foot in the door to the
next generation of computer systems and provide an evolutionary
path toward the use of optics in finer scales.
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We assign the degree P=1 to the ordinary Fourier transform. The
fractional Fourier transform, for example with degree P=1/2,
performs an ordinary Fourier transform, if applied twice in a
row. Mendlovic and 0zaktas did introduce the fractional Fourier
transform into optics [1] based on the fact that a piece of
GRIN fiber of proper length will perform a Fourier transform.
Cutting that piece of GRIN fiber into shorter pieces corre-
sponds to splitting the ordinary Fourier transform into frac-
tional transforms. We approach the subject of fractional Fourier
transforms in two other ways: first by pointing out the algo-
rithmic isomorphism between rotation of the Wigner distribution
function and fractional Fourier transforming. Second, we propose
two optical setups that are able to perform a fractional Fourier

transform.
What does this transform have to do with optics ?

The (ordinary) Fourier transform is of such central significance
to physical optics and to optical information processing that
everything which is somehow related to Fourier mathematics is

likely to be important as well in the realm of optics.
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what is a fractional Fourier transform ?

Every image u(x,y) or signal u(t) can be described indirectly
and uniquely by a WIGNER distribution function [2,3]. The Wigner
distribution function WDF undergoes certain changes if something
happens to the signal (from now on called u(x)). For example,
propagation in free space means a horizontal shearing of the WDF
and passage through a lens corresponds to a vertical shearing of
the WDF. A Fraunhofer diffraction (i.e. an ordinary Fourier
transform) lets the WDF rotate by 90°. Hence it is plausible to
define a fractional Fourier transform as what happens to the
signal u(x) while the WDF is rotated by an angle of ¢=Pn/2 . The
P is the " fractional degree ". Notice, two consecutive rota-
tions obey ¢,+¢,=¢brorar and ¢,+¢,=¢,+¢, . Hence, our definition is
inherently additive and commutative.

How can one implement experimentally the fractional Fourier
transform ?

With three shearing operations in cascade one can perform a ro-
tation of an image (fig.l). Since we know how to shear a Wigner
distribution function WDF, we also know how to rotate the WDF.
The three proper shearing operations upon the Wigner distribu-
tion function correspond to " free space - lens - free space ",
as shown in fig.2 . As an alternative, the three steps may be

"lens - free space - lens" (fig.3). The first setup (fig.2) de-

mands

Z = f,itan($/2) ; £ = f,/sin(¢) (1)
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And for the second setup one has to chose :

£ = f,tan(¢/2) ; Z = f,/sin(¢) (2)

Notice, the special case of ¢="90° , i.e. the ordinary Fourier
transform ( P=1 ) , emerges from eq.1l and 2. And the two setups

are now the standard Fourier transform units.

It is a great pleasure to acknowledge many stimulating dis-
cussions with David Mendlovic and Haldun M. zaktas. They intro-

duced me to the subject of fractional Fourier transforms.
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1. Introduction

We present an iterative algorithm to design computer generated holograms (CGHs) for optical inter-
connections. The performances are compared to those of similar elements generated by several non-iterative
methods. Parameters of comparison include those of input/output characteristics (semiconductor laser beam
profiles, uniformity of reconstruction, bit error rate) and those of fabrication (minimum feature sizes, cal-
culation time and costs). To show how well the iterative algorithm works, we apply it to design CGHs
to be used in free-space optically interconnected multiprocessor parallel computing systems based on twin
butterfly architectures.

IL. Iterative algorithm

The iterative design method used here is an
error-reduction algorithm known as the Gerchberg
Saxton (G-S) algorithm [1). The algorithm gener-
ates a phase only CGH given a set of input and
ouput amplitude distributions (laser beam profile
and desired interconnection pattern). The algo-
rithm begins by generating a random phase mask.
This initial phase function is multiplied by the
amplitude distribution of the incomming beam to
yield a complex wavefront in the CGH plane. A
Fresnel transform propagates this wavefront to the
processing element (PE) plane, where the result-
ing amplitude is replaced by the interconnection | 8x8
pattern, while the phase distribution is kept. An
inverse Fresnel transform propagates then this new 0 +—r————1——
wavefront back to the CGH plane. Again, the °
phase distribution is kept and the amplitude func-
tion is replaced by the laser beam amplitude pro-
file, and another iteration begins.

The root mean square error is a good parameter to evaluate the convergence rate of the algorithm. In
Fig.1 we calculated 3 CGHs for increasing fan-out array dimensions. The convergence rate was found to be
closely related to the complexity of the arrays.

rs
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Fig.1: Convergence of the algorithm for
different array sizes.

ITII. Non-iterative design methods.

For comparison, we selected the three following non-iterative methods. Our iterative method will be
referred to as the 4** method.

lo FZP array. A CGH composed of an array of FZPs is described here. They are easy to calculate
and fabricated as phase only CGHs [2]. For N facets in the array, the wavefront to encode is:

i®u(z.y) u z—2zn Y=Un\ -i®a(s.y) =Xz -2.)? -
e =Y Rect (=5 ) Rect (17 ) e s Oz y) = 3l - za) + (0 )’

n=0

where z,, and y, are the offsets in both directions and X and Y the facet dimensions.
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20 Spatially multiplexed FZPs. The different FZPs are added over the same CGH space {3]. The
resulting amplitude is no longer unity, and the complex wavefront to encode becomes:

N
Am(z’ y) . ei."(‘-') = Z c-"’l(:l')

n=1

The special case where the amplitude is set to unity is case 2a and requires phase only encoding, whereas
the general case is 2b and requires complex encoding.

30 Spatial modulation of Fourier CGH by a FZP. This method requires two steps [4]: First, a
Fourier CGH is calculated to perform the required fan-out in the far-field. Second, this CGH function is
modulated by a FZP.

Ay(z,y) - 19 L IF (47
where Ay and @, are the Fourier CGH functions, and 37 (=*+¥") the FZP.

IV. Performances simulation of the different designs.

A twin butterfly interconnection architecture has been chosen to simulate and compare the performances
of the different design techniques. To implement this architecture, we need to make an array of CGHs, each
providing four irregular interconnections (e.g. a fan-out of four). Fig.2 shows the diffraction efficiencies for
CGHs of different number of phase levels for the 4 designs. The simulations assume perfect etch depths,
alignments, perfectly square cells and uniform illumination. The signal-to-noise ratio (SA'R) shown in Fig.3
is an important characteristic of the CGH since it is directly related to the bit error rate. Fig.4 shows
the intensity profiles of the reconstructions from the different one to four fan-out CGHs design methods.
The first case has good diffraction efficiency but poor SA'R, and since each FZP has only a fraction of the
CGH area, the spots become larger, reducing the SN'R (Fig.4.a). Spatially multiplexing FZPs can yield
to very good SN'R when the entire complex function is encoded in the CGH, (case 2b), but the resulting
diffraction efficiency drops dramatically. The diffraction efficiency can be increased at the expenses of SN'R
by encoding the phase only (case 2a). The diffraction limited spots are small because the different FZPs
occupy the entire CGH space (Fig.4.b). Cases 4 gives the best diffraction efficiency and SA'R.

The imaging qualities of the CGH in case 3 are deteriorated by aberrations due to the focussing of
all the spots by a single FZP (Fig.4c). This can be avoided in case 2b where each FZP can be optimally
designed to focus each single spot. The sharp uniform spots in case 4 predict good imaging qualities for this
design method.

We have also examined the effects of illumination uniformity on the intensity uniformity of the fan-out
spots. In Fig.5 we simulated the fan-out reconstruction for different input beam waists of an assymetric
T E Moo configuration, typically a laser diode beam (the beam waist is taken along the major axis). Uni-
formity in case 1 decreases very rapidly with the edge facets diffracting very low intensity compared to the
center facets. Case 2.b and 3 have the fan-out information spread all over the CGH area: this yields higher
uniformity than in previous case, but still less than 50% for a ratio of 1/2, (e.g. beam intensity profile trun-
cated at 1/e?). Case 4 has been designed for this particular beam waist: the uniformity remains relatively
high (= 87%) for the considered beam waist before dropping as the other cases.

Finally, the CPU time required for the different CGH designs (Fig.6) is considered. Case 4 requires long
CPU time (depending on the number of desired iterations). Design in case 3 only performs a single FFT and
a FZP modulation, whereas in case 2b all the FZPs have to be calculated (and optimized) over the entire
CGH space. The 1! case is the fastest, since each FZPs is calculated over a single facet.

V. Fabrication considerations.

An important parameter in the fabrication process is the minimum feature size. Fig.7 shows the min-
imum feature sizes for different CGHs (for the same interconnection architecture than in IV). These values
have been determined by evaluating the derivative of the phase function. In 3"¢ and 4** cases the frequencies
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have been scanned through the calculated CGH. The fabrication costs of such a CGH are directly related
to these feature sizes, since the e-beam spot size can be enlarged to plot large features. If the enlargement
is z times in both directions, the e-beam writing time is decreased by a factor of approximately z2 (z takes
only some discrete values). The e-beam spot size was chosen to be at least half of the minimum feature size.
Case 1 yield relatively large feature sizes when compared to cases 2 and 4. The very small feature sizes in
case 2b result from the complex encoding.

V1. Experimental results.

Our iterative algorithm as well as the three non-iterative design methods have been applied to the
design of CGH arrays for twin butterfly interconnection architectures. The 4 different CGH arrays have
been realised with electron-beam technology by direct write of 16 phase levels into positive e-beam resist.
Figure 8 shows for each design 4 CGHs out of the 8x8 twin butterfly CGH array for the first stage of the
twin butterfly network.

VII. Conclusion.

We have investigated an iterative method to calculate focussing fan-out CGHs and compared them
to non-iterative design methods. It was found that this method provides the best compromise between
performance and fabrication considerations.
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Introduction

An associative memory is a fault-tolerant content addressable memory system. It can be
applied to restoration or substitution of patterns. The concept of associative memory has been
developed in two disparate fields, namely, neural networks and holography. Associative
memories!-2 using optical correlators can directly process two-dimensional information. They
have lately attracted attention in the field of optical information processing.

Recentl, we have proposed and developed a new type of optical associative memory
system34 using incoherent optical correlators. The proposed associative memory system
consists of incoherent optical correlators and video devices. The system has the following
features:

(1) By using incoherent correlators, the system is easy to compose and to handle as compared
with using coherent ones. In addition, it is easy to produce correlation filters.

(2) Either a binary or gray-level pattern can be processed and associated.

(3) Both auto-association and hetero-association can be carried out.

In the proposed system, multiple-object discriminant correlation filters are used to classify
an input pattern. The filters are calculated from a set of prepared training patterns. It is able to
specify the correlation values between filters and training patterns. Synthetic discriminant
function (SDF)S filters are typical multiple-object discriminant filters, and they have been used in
the proposed system34. However, there is a problem when SDF is recorded on a medium like a
photographic film. SDF has values with a wide range and very gentle gradation. Therefore, if
the gradation of the medium is not sufficiently gentle, SDF cannot be accurately recorded. This
causes error of correlation response of the filter. As a result, the error causes the crosstalk in the
associative memory.

We calculate multiple-object discriminant filters by extended simulated annealing
algorithmé. They show the expected correlation responses. By using the filters for our
associative memory system, the crosstalkless association results are obtained.




Optical/electronic hybrid associative memory system

Figure 1 is a schematic diagram of proposed optical/electronic hybrid associative memory
system.

The input pattern on the monitor TV is imaged on CCD camera (CCD1) and displayed on
liquid crystal television (LCTV1). The pattern is correlated with the array of discriminant filters,
and then the correlation result is detected by CCD camera (CCD2). The filter array consists of
discriminant filters corresponding to the memorized classes. Each filter is designed so as to
classify the input pattern to one of the classes according to the correlation peak value. The
correlation image obtained by CCD2 is displayed on LCTV2. A mask in front of LCTV2 picks
out the correlation peaks corresponding to the individual memorized classes. Since LCTV2 has a
nonlinear I/O response, the correlation peaks obtained CCD2 are nonlinearly transformed into
brightness.

Bright spots displayed on LCTV2 through the mask project the array of recall filters. The
array consists of memorized patterns to be recalled corresponding to individual memorized
classes. Individual recalled patterns are piled up and superposed on the input pattern on CCD1.

The recalled pattern consists of patterns corresponding to more than two classes, because
correlation peaks for some classes have high values. To recall a crosstalkless output pattern, it is
necessary to leave only one correlation peak on CCD2, and to suppress other unnecessary
correlation peaks. In the system, these operations can be achieved by the following processing.

The intermediate processed image on CCD1 during iteration is re-displayed on LCTV 1, and
re-correlated with the array of discriminant filters. Owing to tthe nonlinear characteristic of
LCTV2, the highest correlation peak is amplified more than other correlation peaks. The CCD
camera (CCD3) detects the total power of bright points on LCTV2. The signal of total power
controls the diaphragm of auto-iris-lens (AIL1) so as to keep the total power to be constant. By
this processing, the highest correlation peak is left after convergence. Thus, a crosstalkless
recalled pattern corresponding to the highest correlation peaks is obtained on CCD1.

Array of discriminant filters
To attain crosstalkless association by the nonlinear feedback method mentioned above, the
discriminant filters must satisfy two following conditions:
(1) For a pattern which belongs to one of memorized classes, the filter corresponding to the class
outputs higher correlation peak value than filters of other classes.
(2) For each memorized pattern to be recalled, the filter corresponding to the pattern outputs an
specified correlation peak value, and other filters output zero correlation peak value.
As the filter function which satisfies above conditions, SDF filter is typical. We have used
SDF for the array of discriminant filters. However, SDF has values with a wide range and very
gentle gradation. Therefore, it is difficult to record SDF on a recording medium accurately. This
inaccuracy causes error of the correlation response of the filter, and crosstalk is occured on a
recalled pattern.
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To get the crosstalkless output pattern, we use simulated annealing algorithm to generate a
new filter function with few steps of gray-level. The filter function provide a better correlation
response than SDF. To calculate the filter functions with a few steps of gray-level makes it easy
to control the actual filter function on photographic film.

Experiments

Figure 2 shows experimental results by the proposed associative memory system.
Training patterns are shown in Fig.2(a). In the experiments, we memorize four classes in the
system. The memorized classes are "Circle,” "Rectangle,” "Star,” and "Triangle,” respectively.
The memorized patterns to be recalled are the first letters of the words. Figure 2(b) shows input
patterns, which are defective or corrupted by noise. The results of association are shown in Fig.
2(c). Itis shown that the memorized pattern of the correct class 1s recalled for each input pattern
The association time is about (.8 second. That is limited by the response time of diaphragm of
auto-iris-lens.

In the proposed system a recalled pattern corresponds to the highest peak that appeared on
the correlation plane of the discriminant filters and an input pattern. A winner-take-all on the
correlation plane can avoid the iteration. However, the proposed system functions as the winner-
take-all with no thresholding and no comparing. An output pattern is obtained stably without
crosstalk independent of an input pattern.

The association time is restricted by the response time of diaphragm of auto-iris-lens. If we
can use the auto-iris-lens driving with more high response time, the system can work at TV video
rate.
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1. Introduction

To construct an optical computing system, it is important to develop feasible technique
to assemble a large amount of optical components into a complex system. Recently, several
ideas for three-dimensional (3-D) integrated optics have been proposed to provide high stabili-
ty. high reliability, ease of alignment, and compactness for optical systems.[1-4]

In most of the 3-D integrated optics, micro lenses are fabricated by the lithography or
ion exchange technique, and their diameters are from 10-3 to a few millimeters. However, an
optical system decreases its space-bandwidth product as decreasing the physical size.[5] In ad-
dition, optical interconnections are advantageous over electronic interconnections when the
distance of interconnects is long in the respect of power and speed consideration.{6] Thus, it is
considerable to develop a technique for optical integration in the range larger than a few mil-
limeters.

In this paper, we propose reflective block optics as a new concept for assembly of reli-
able optical systems for parallel optical computing. A discrete correlator is designed and sev-
eral basic experiments are executed to verify the concept.

2. Concept of the reflective block optics

The concept of the reflective block optics is similar to that of the solid optics in which
air space in a conventional optical system is fulfilled with solid medium such as glass to ob-
tain a rigid optical system.[7] Larger optical systems can be fabricated by the solid optics than
the 3-D integrated optics mentioned above. However, the solid optics has a disadvantage in dif-
ficulty to achieve high refracting power, because the difference between the refractive indexes
of different kinds of solid media is not large.

In the reflective block optics, reflective lenses provide high power usage, compactness,
and ease of fabrication. Figure 1 shows an example of 4-f system using the reflective block op-
tics. To obtain the function of the lenses, concave mirrors made of plano-convex lenses coated
with reflective layer are contacted on a cube polarizing beam splitter (PBS). The light propa-
gates through the homogeneous solid media only. To construct a more complex system, several
kinds of optical blocks are connected in cascade. Linearly polarized light can be propagated
without power loss with the PBS and the quarter wave plates.

Reflective Lens

PBS

Input Plane

Output Plane

Reflective Filter - Quarter Wave Plate

Fig. 1 4-f system by the reflective block optics.
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Fig. 3 Optical computing system consisting of parallel discrete correlators for optical array logic and
symbolic substitution logic. L1-L6: lens, OFD: optical functional devices, MLA: micro lens array.

3. Applications to digital optical computing systems

Discrete correlation is one of the basic operations in the digital optical computing tech-
niques such as optical array logic [8] and symbolic substitution logic.{9] Figure 2(a) shows an
example of the discrete correlator using multiple-imaging with lens arrays.[10] The correlator
can be constructed with reflective block optics as shown in Fig. 2(b). For arbitrary logical oper-
ation in both of optical array logic and symbolic substitution logic, multiple discrete correla-
tion is required for a single input image. An optical system for the purpose is shown in Fig.
3(a). which consists of a distributor, several discrete correlators, and a combiner. The system
executes multiple discrete correlations simultaneously and effectively processes parallel oper-
ations based on optical array logic and symbolic substitution logic. Figure 3(b) shows the sys-
temn constructed with reflective block optics.

4. Basic experiments

Figures 4 and 5 show experimental results of imaging and discrete correlation with a
holographic filter by the reflective block optics. The reflective lenses are made of convex lens-
es coated by aluminum. The focus length and the diameter are 25.95mm and 20mm, respec-
tively. The size of input image is 5mm x 5mm. On the holographic filter, two gratings oriented
to the different directions are recorded by the multiple exposure technique. By the image of the
test chart in Fig. 4(b), resolution of the constructed system is estimated as 16 line-pair/mm.
Figure 5(c) shows the desired result in which the input image is split into two, and the images
are shifted and overlapped.
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Fig. 6 Alignment system using guide rails and grooves.

5. Discussion

A. Alignment method An easy and precise mechanism is required to align the optical blocks.
Figure 6 shows an example of the alignment system. The groove of an optical block is held by a
guide rail on an optical base, so that every components are aligned along the guide rail. The
length along the optical axis is regulated by the size of optical blocks. However, error of the
length is accumulated as the number of cascaded blocks increases. To compensate the error,
adjusting blocks are inserted.

B. Restriction of incident angle into polarizing beam splitter Since the reflective block optics
is based on PBSs, its allowable incident angle is restricted by the performance of the PBSs.[11}
Figure 7 shows the calculated result of the dependence of the transmittance of the p-polarized
light and the reflectance of the s-polarized light on the incident angle into a typical PBS with
multilayer. From Fig. 7, assuming that the transmittance and reflectance are acceptable at
more than 85%, the incidence angle within +10% is utilized in the optical systems. It is possi-
ble to design a PBS offering larger range of incident angle.{12]




OTuA4-4 /33

1 —W 1
Q - 0 8 -
208 &
3 2
& 06 T 2 0.6 -
£ 8
E (3]
204 2 04
© ]
= o«
02 T 0.2
} 1 } K f t
-20 0 20 . 0 20
Incident Angle 8 (deg.) Incident Angle 6 (deg.)
(@) Transmittance of p-polarized light (b) Reflectance of the s-polarized light

Fig. 7 Example of the dependence of the transmittance of p-polarized light and the reflectance of
s-polarized light on incident angle into a PBS. The design of multilayer coating is (L/2 H L/2}5 with
np=1.619, nu=2.05, m.=1.38.

C. Stray light During the experiments of the reflective block optics, ghost images are ob-
served on the output image. To avoid such stray light, several techniques should be applied:
for example, cutiing the undesired light with a stop, suppressing the internal reflection at the
side of blocks with anti-reflecting coat. and matching the refractive indexes at the block con-
nection.

6. Conclusions

A new concept for optical assembly, called the reflective block optics, has been pro-
posed to achieve stability, reliability, compactness, and simplification in alignment of optical
computing systems. Using the reflective block optics. optical systems whose space-bandwidth
product is larger than 3-D integrated micro optics can be constructed. Imaging and discrete
correlation have been demonstrated to verify the concept of the reflective block optics. The
resolution is observed as 16 line-pair/mm in the experiment. The incidence angle within
+10% is allowable in the reflective block optics, assuming that the transmittance and re-
flectance for individual polarizing components of a PBS is more than 85 %.

As a future work, reliability related on fabricating precision and signal crosstalk must
be studied as well as construction techniques for more complex optics.
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INTRODUCTION

One of the strong candidates of the parallﬁl
architectures for optical computing is cellular array-.
Recently, there were some reports on the cellular logic
array architectures for ginary image processing and their
optical implementations?/3. As a development of our previous
suggestion for the implementation of CLIP architecture?, in
this paper, we propose a new and unified architecture of
cellular-morphologic two-layer logic array for binary image
processing. The array not only has the image processing
functions more than that available by the conventional
cellular and morphologic operations but also has the ability
to transform images. Moreover, by using the concept of
threshold-decomposition, grey-level image processing is also
possible. A compact optoelectronic system has been developed
for executing the proposed architecture. Theoretical and
experimental studies has indicated its power and versatility
in image processing.

ARCHITECTURE CONSIDERATION

Fig.1l shows schematically the suggested architecture,
which consists of a neighborhood connectivity changeable
boolean voting logic layer and a two-channel pattern logic
layer. In the processing layer of two-channel pattern logic,
the input image A_ and the intermediate morphologic image
results in an output image A, and an intermediate connection
pattern A,. In the layer of neighborhood boolean voting
logic, A, fans out into interconnection with N neighboring
cells according the required connectivity of tessellation,
and then the result is thresholded by a possible level from
1 to N. A voting logic determined morphologic image A, is
thus generated. The procedure is repeated iteratively.

The characteristics of the algorithm are: (1) The voting
logic extends the basic morphologic operations into more
general ones. (2) The variable neighborhood connections
leads to flexibility in morphologic processing. Moreover,
image transformation can be realized by changing the
connection structures during operations®. For example,
symbolic substitution and Hough transform can be easily
performed. (3) Pattern logic provides the possibility for
logic comparison among the image cells and their neighbors.
For a determined structure of neighborhood connection and a
special threshold of voting logic, there are total 512
functions for image processing. A detailed study shows that
only 52 functions are distinct, which are related the
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immediate connection of neighbors or the margin connection
of neighbors. Some of them are conventional mathematical
morphologic operations such as erosion, dilation, closing,
and opening. (4) Grey-level images can be processed in terms
of the threshold-decomposition technique as shown in Fig.2.
The input image is thresholded into multiple channels of
binary cellular arrays, adding the results from the arrays
leads to a processed grey-level image.

OPTOELECTRONIC IMPLEMENTATION

The construction of the optoelectronic 64x64 array
system is shown in Fig.3. A quadruple-imaging unit with
fourfold-rail spatial coding of input image and polarization
customizing of lenses is suggested to carry out two-channel
pattern logic operations. By controlling the polarization
directions of 4 go%arizers, two independent logic operations
can be achieved®’’. A defocused unit of coded aperture is
used for neighborhood interconnection®:9, Thresholding is
performed by electronicsi®. Fig.4 demonstrates examples of
experimental results of erosion and edge detection.

The authors acknowledge the supports by the Chinese Academy
of Sciences, the Office of High-Tech, and the National
Natural Foundation of China.
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Logic-SEEDs (L-SEEDs)[1] and symmetric-SEEDs (S-SEEDs)[2] have been obtained
from AT&T Bell Laboratories. L-SEEDs are a smart pixel technology consisting of electrically
connected quantum well p-i-n diodes that can implement complex functions beyond simple
NOR gates. Several experiments are currently in pmgmss which will compare the tolerance to
spatial power variations of L-SEEDs and S-SEEDs[3]. These include quantifying the effects
of the preset[3], differential attenuator{4] and/or offset bias[5] techniques which are used to
provide increased tolerance. In addition to presenting experimental results of the operation of
these devices as arrays of programmable logic gates, we will present a model with which the
optimum operating points for various circuit configurations can be found.

We have recently concluded an experimental study of the characteristics of the S-SEED
array. This has involved quantifying the effects of using different voltages, wavelengths and
powers. The effect of the saturation of the exciton absorption at high power causes a reduction
in contrast from greater than 4:1 at low power to less than 3:1 at 100’s microwatts, this effect
isillustrated in figure 1. The effect of increasing voltage is an increase in loop width and contrast.
A static model has been developed to model these observations.

In addition, we have quantified the effect of small translational misalignments on the
effective characteristic. The 3um diameter beam has been positioned at different locations across
the 5um by 10um window and the shape of the characteristic noted. This study reveals the
precision with which it is necessary to align the system. Alternatively, if the setability of the
position of the beams in the windows can be measured, it allows us to quantify the degradation
in the characteristic caused by non-ideal alignment.

The required loopwidth and output contrast for correct operation of S- logic gates
has been the subject of a study[5] which concludes that loopwidth should be maximized and
tolerance is relatively insensitive to output contrast. The predictions of the model were found
to agree with experiment. An optical circuit was constructed with which primitive image
processing such as noise removal[6] could be performed. The performance of this system when
spatial noise was introduced was characterised. An example of the results of this investigation
was the measurement of a non-uniformity of 25% and the prediction that with this non-uniformity
some of the gates would not operate correctly with the low loopwidth and contrast used. This
prediction was confirmed by experiment.

In addition, this optical circuit was characterised for operational errors at different voltages
and with defocus introduced. Full details will be presented of this characterisation. It is found
that it is impossible to get 100% of the 128 data channels working simultaneously. The belief
is that by using L-SEEDs, the tolerance to misalignment and spatial noise will be reduced to an
extent that error-free operation will be possible.

The tolerance to spatial noise of S-SEED can be increased using a technique described in
ref. [4] and in detail in refs. [3])&[5] which requires differential attenuation of the outputs.
Unfortunately, this technique cannot be used if the gate needs to be programmed using the
preset[2] to be either a NOR or a NAND gate. The need with the CLIP architecture[7] to have
programmable gates has forced us to consider a novel way of increasing the tolerance to spatial
noise:- offset bias. This technique consists of simply leaving the preset beam on during the write
cycle. One advantage of L-SEEDs may be the lack of the need for this offset bias or of a preset.
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The paper will contentrate on recent results which have been obtained with a set-up which

uses custom opto-mechanics to ensure that the stability of the system is adequate to obtain
reproducible results. A photograph of this set-up is shown as figure 2. It consists of a number
of slots in which all the elements are placed. By placing beamsplitters and mirrors at the
intersection of slots, a flexible configuration of several independently controllable
beams(position and power) can be obtained.
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A Neural Network Router for Optical Interconnection Networks

C. Lee Giles*and Mark W. Goudreau! NEC Research Institute, Inc.
4 Independence Way, Princeton, N.J. 08540

1 Introduction

Artificial Neural Networks (ANNs) of the type that
were described by Hopfield [8] are capable of finding
good solutions for certain optimization problems [7].
Furthermore, these ANNs can also solve certain con-
straint satisfaction problems, which can often be mod-
elled as optimization problems that have numerous cor-
rect solutions that are of equal worth. The routing of
a set of messages through a multistage interconnec-
tion network (MIN) can be modelled as a constraint
satisfaction problem. Generating the control bits that
define the routes for the MIN can be a time consuming
process that can cause a bottleneck in the system.

An ANN has been designed that can potentially solve
the problem faster than conventional means. This neu-
ral network solution, however, is only applicable to a
particular class of interconnection network; one that
is constructed out of layers of complete or incomplete
crossbar switches. There is no restriction on the con-
nections between successive layers. But there can be
no feedback connections and no connections that skip
a layer of the interconnection network.

Electronic MINs (EMINs) are usually considered to
be 2-dimensional, while optical MINs (OMINSs) are gen-
erally 3-dimensional. However, the structures of both
EMINs and OMINs are such that the routing problem
is similar in both cases.

The system being considered will have a set of input
ports and a set of output ports that are connected via
the MIN. The problem addressed here will be point-
to-point communication; no broadcasting will be al-
lowed. Additionally, the circuit switching problem is
addressed: for an input port to communicate with an
output port, the entire route has to be established and
maintained for a certain period of time. At the begin-
aing of each message cycle, an input port can decide
that it wants to communicate with an output port. So
for each message cycle there is a set of desired mes-
sages. The problem is to generate control bits for the
MIN given the message set.

Figure 1 contains a diagram of a communication sys-
tem with a neural network router. The neural network
router is discussed in [3, 4]. In these references the
neural network router was applied to an EMIN routing

*also UMIACS, University of Maryland
talso Electrical Engineering, Princeton University

problem. The very same methodology, however, can be
applied to a 3-dimensional OMIN problem by collaps-
ing the 3-dimensional problem down to a 2-dimensional
problem. Since Hopfield model neural networks can be
constructed efficiently using an optical system (for ex-
ample, see [1]), the neural network routing methodol-
ogy is particularly appealing for an optical computing
environment.

The neural network router in Figure 1 has two logic
blocks to interface the neural network with the rest
of the communication system. The logic block Logic!
converts the desired message set into a language the
neural network can understand, namely bias currents.
The logic block Logic2is required to convert the routing
array solution of the neural network into a crosspoint
form that the interconnection network can understand.

Previous work on utilizing Hopfield model neural
networks to facilitate communication through intercon-
nection networks can be found in the collection of ref-
erences given in [4]. In this paper, we propose a neural
network router which may be optically implemented to
control an optical interconnection network.

2 Optical Networks

There has been much interest in using optical tech-
nology for implementing interconnection networks and
switches; for a collection of such work see [2]. Our
concern will be on optical multistage interconnection
networks [6, 9, 10, 11, 12, 14]

Consider the interconnection network in Figure 3. It
is an example of a 16 x 16, 3 stage OMIN. The ba-
sic building block is a 4 x 4 optical crossbar switch
[5, 13]. The OMIN has 12 of these switches. Each cross-
bar switch in the OMIN is connected to each crossbar
switch in the neighboring stages. This MIN is capable
of routing any input/output permutation.

It is straightforward to map the 3-dimensional rout-
ing problem to 2-dimensions. Figure 4 is a 2-
dimensional representation of the 3-dimensional MIN
from Figure 3.

3 The Routing Representation

A routing representation for routes in a MIN will now
be constructed. This representation will be called the




routing array, and it is the same representation that is
used by the ANN. In Section 4, the appropriate ANN
structure will be described. The neural network will be
in a state of minimal energy when the neuron outputs
directly represent a legal routing array.

Every message route that can be established through
a MIN has a corresponding routing matrix. The
columns of a routing matrix represent the stages of the
interconnection network, while the rows represent the
output ports for each stage of the interconnection net-
work. If a; ; = 1, the message is routed through output
port i of stage j. Having a; j; = 0 implies that the mes-
sage is not routed ikrough output port i of stage j. As
an example, any routing matrix for the MIN shown in
Figure 4 will be a 16 x 3 matrix. Every element in the
routing matrix will either be a “0” or a “1”.

The routing array for the set of messages is sim-
ply constructed by treating each routing matrix as a
“slice” and constructing a “loaf”. The routing array is
a 3-dimensional representation of a set of routes, and
each slice of the array represents a single route. For
our example, there are two messages to be routed so
the routing array will have two slices. In general, if a
system has m input ports, as in Figure 1, there can be
m slices in the routing array.

Each element of the routing array now has three in-
dices. If element a; ;i is equal to 1 then message i is
routed through output port k of stage j. We say a; ; &
and aj m n are in the same rowif i = l and k = n. They
are in the same column if : = [ and j = m. Finally,
they are in the same rod if j = m and k = n.

A legal routing array will satisfy the following three
constraints: (1) one and only one element in each col-
umn equal to 1; (2) the elements in successive columns
equal to 1 represent output ports that can be connected
in the interconnection network; and (3) no more than
one element in each rod equal to 1.

The first restriction ensures that each message will
be routed through one and only one output port at
each stage of the interconnection network. The second
restriction guarantees that each message will be routed
through a legal path in the interconnection network.
The third restriction resolves any resource contention
in the interconnection network. In other words, only
one message can use a certain output port at a certain
stage in the interconnection network. When all three of
these constraints are met, the routing array will provide
a legal route for each message in the message set.

4 The Neural Network Router

The construction of an ANN in which each neuron di-
rectly represents an element in the routing array for
an interconnection network and message set is a three-
dimensional structure just like the routing array. Each
a; ;¢ of a routing array is represented by the output
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voltage of a neuron, V;; . At the beginning of a mes-
sage cycle, the neurons have a random output voltage.
If the ANN settles in one of the global minima, the
problem will have been solved.

A synchronous Hopfield model neural network is
used [7, 8). The value of 7, from [7], was set to 1.

The ANN is forced into stable states that are the
local minima of the energy equation:

1 N N N
E=—§ZZT.-MVJ~—§W.- (1)

=1 j=1

Now an energy function is constructed such that the
neural network will be in a global minima when it di-
rectly represents a legal routing array. The deriva-
tion of the correct energy function is too lengthy to
be shown here; a detailed derivation is given in (3, 4].

The end result is that the connection and bias cur-
rent values from Equation 1 are shown here:

T(ml,sl,pl),(m2,a2,p2) = (2)
-(A + C)6ml.m26:1,:2(1 - 6pl,p2)
—Bé,1,526p1,p2(1 — 8m1,m2)

—Dbumy m2[8s141,52d(52, p1, p2)
+651,5241d(s1,p2, p1))]

Im,a,p = (3)
C - D[és,ld(la Qm, P) + 6:,5—1d(svp, ﬂm)]

The function §; ; is a Kronecker delta (8; ; = 1 when
i = j, and 0 otherwise). A, B, C, and D are ar-
bitrary positive constants. The function d(sl,pl,p2)
represents the “distance” between output port pl from
stage s1 — 1 and output port p2 from stage sl. If pl
can connect to p2 through stage sl, then this distance
can be set to zero. If pl and p2 are not connected
through stage s1, then the distance can be set to one.
The function a,, is the source address of message m,
while B, is the destination address of message m.

The connection values from Equation 2 are well de-
fined for a given MIN. That is, once the MIN is de-
signed, the neural network and all of its inter-neuron
connections can be calculated. When different groups
of input-output ports need to be connected, it is only
the input bias currents of boundary neurons that are
affected. Equation 3 quantifies that change.

If the user has the ability to make the output of a
rod of neurons equal to zero or give a rod of neurons a
large negative input bias current, then the neural net-
work can provide a fault-tolerant routing scheme. For
example, if an output port in some stage of the inter-
connection network is faulty, the user could set the rod
of neurons that represents that output port to zero.
The rest of the neural network can operate exactly as
it did before. Neither the structure nor the weights
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need to be changed. Similarly, this routing methodol-
ogy could tolerate faulty input ports and broken buses.
However, the user must know if a fault exists and where
it exists in the MIN.

One major drawback of the neural network routing
methodology is that it requires a large number of pro-
cessors (neurons) to generate a solution. For example,
O(M?2S) processors are required if there are S stages
in the interconnection network, M inputs, M outputs,
and M connections between two consecutive stages.

5 Simulation Results

A synchronous ANN was simulated and the results are
shown in Figure 5 for routing in the OMIN shown in
Figure 3. For the OMIN shown in Figure 3, the neural
network router contained 16 x 16 x 2 = 512 neurons.
Each data point in the graph gives the results for a
set of 1000 message cycles. The x-axis represents the
number of messages that are to be routed in each mes-
sage cycle. The message pairs are generated randomly
with no input port or output port conflicts allowed.
The y-axis represents the expected number of messages
routed in each message cycle. A message is considered
to have been routed successfully when the neural net-
work provides it with a legal routing and when the
message has no contention with any other message for
an output port on in any stage of the MIN.

For the OMIN shown in Figure 3, any 1/O permuta-
tion is possible. Thus, any message that was not routed
correctly implied a failure in the neural network solu-
tion, not a limitation in the MIN.

For the purposes of the simulations, A, C, and D
from Equations 2 and 3 were all set to 3.0. B was set to
6.0. These parameters were chosen experimentally, and
the performance of the neural network router is highly
dependent upon them. The analog neural network was
simulated with a digital computer.

The simulations show that increasing the number
of messages degrades the performance of the system.
Other simulations show that the performance also de-
generates when the MIN becomes more complicated.

6 Conclusions

A neural network routing methodology was presented
that is capable of providing control bits to optical
multistage interconnection network (OMINs). It was
shown how the 3-dimensional OMIN can be reduced to
a 2-dimensional MIN, making the neural network rout-
ing solution described in 3, 4] possible. This routing
method is valid for a wide range of OMINs that have
a multistage structure. It was shown that the routing
method is fault-tolerant. Once the OMIN is chosen,
the routing neural network can be constructed and the

weights never have to change. For a new message set,
only certain boundary bias currents are changed.

The usefulness of this routing method depends on
the speed of the implementation of Hopfield neural net-
work as well as other requirements of the system. The
fact that a Hopfield neural network can be readily con-
structed in an optical computing environment makes
the neural network routing approach quite attractive
for OMIN routing problems.

For our simulations, the routing performance de-
graded as the MIN size increases and as the number
of messages in a message cycle increases. Preliminary
results show that the performance of the neural net-
work router will fall off considerably as the number
of stages in an MIN increase. However, such results
are dependent on neural network parameters. De-
pending on the implementation of the neural network
router, the routing method described in this paper
might have advantages over many other routing meth-
ods in terms of speed. Furthermore, the neural network
routing methodology can be applied to many irregu-
lar OMINSs that have no deterministic routing scheme
that is any better than an exhaustive search. Thus,
it is felt that the neural network routing methodol-
ogy is most suitable for establishing routes for irregu-
lar OMINs and OMINs that do not have self-routing
capabilities. While no optical implementation of the
neural network router is explicitly proposed, such a
neural network could be implemented optically.
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1. INTRODUCTION

The ability of neural networks to quickly adapt to changing circumstances is important for applications ranging
from fast recognition of images to adaptive line equalisation for telecommunication systems. Optics offers the
ability to realise numerous parallel, wide bandwidth, interconnections with low crosstalk. In this paper we
investigate the practical design of an optical total interconnection between two planar arrays of optical elements for
use in an optical neural network. Each pixel in the first array of modulators or surface emitting LEDs or lasers is to
be connected to every pixel in the second array of detectors and non-linear thresholding elements. The rapidly
programmable, analogue weights required can be imposed on the optical connections by an electrically addressed,
liquid crystal, nematic Spatial Light Modulator (SLM) placed between the arrays. If the pixels are ~mall enough the
light from each pixel in the first plane will diffract onto every pixel in the second plane performing the required
interconnection. This simplistic approach suffers from two drawbacks, the scattering distribution is not isotropic
from each pixel and much of the light is diffracted away from the second array and so results in high loss. A variant
uses a Fourier Transform lens to reduce the length of the system but suffers from the same problems. A second
approach is to use an array of Fresnel near-field holograms between the two planes each redirecting the light from
one pixel in the first plane towards one in the second plane and also focussing the light onto the detector pixel
reducing the loss. However, redirection of light through large angles requires fine resolution features in the
hologram and also is rather lossy when thin holograms are used. A third approach is to use a Dammann far field
hologram, but this requires additional elements, the Fourier transform lenses, which must also be aligned and for
which space must be found. A fourth approach is to place a two dimensional array of refractive microlenses between
the two planes. This approach is used in this paper and has the advantage that such arrays are commercially
available [1].

2. MICROLENS BASED TOTAL INTERCONNECTION SYSTEM DESIGNS
In the "image multiplexer” total interconnection design (Fig. 1) [2] each microlens in an N2 element array is used

to image the whole of the NxN input plane to the output which, ideally, has N4 elements. The SLM is placed next
to the output plane to control each of the N4 connection weights independently. However, it is difficult to realise
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such a high density of elements on the output plane as it will have similar dimensions to the input array and
microlens array due to the short microlens focal lengths. In the "shared microlens” total interconnection system
(Fig. 2) [3] an array of (2N-1)2 microlenses images each of the N2 input pixels onto each output pixel. An
individual microlens connects several inputs and outputs. A similar interconnection system (4] was demonstrated
using pinholes rather than microlenses. The connection weights would be imposed in by placing an SLM at the
microlens array and only independently weighting groups of interconnections passing through each microlens.
Clearly, this would reduce the number of degrees of freedom. We have used the theoretical analysis of reference (3]
as a basis for practical system design. An important practical parameter is the system length, L ,which has upper
and lower limits caused by diffraction and off-axis aberrations respectively. If the input and output planes are close
to the microlens array, then the off-axis angles for the furthest elements at the corners of the planes are large. One
of the most serious aberrations in this case is astigmatism which increases quadratically with distance from the
microlens axis and which cannot easily be compensated. The upper limit to the system length is determined by the
size of the diffraction limited spot on the output element which increases with system length and depends on the
focal length, f of the microlens. The limit is assumed to be when the Airy disc is the same size as the pixel on the
output plane and also assumes that crosstalk due to the 16% of the focal energy in the sidelobes which fall on
adjacent pixels is acceptable. The upper and lower limits for system length, L, are given below for the image
multiplexer and shared microlens system respectively

2
d > L > 2Nt
2.442,
2
d L > 2Ndit
2.442

where 4 is the microlens pitch in the array and / is the dimensionless strength of the astigmatic aberration. If the
microlenses are thin and unmounted on a substrate then / is given by (3n+1)/4n where n is the refractive index of
the photoresist [3]. The diffraction limit is the same for both systems and is plotted as a parabolic function of 4 in
figures 3 and 4. The astigmatic limit appears as straight lines on these plots of system length against microlens
pitch; the slope of the lines increases as the number of elements in the array increases and as the astigmatic
aberrations in the microlens worsen. For example, if N = 32, then a practical system design would be possible in
the shaded regions in the figures to satisfy the inequalities. The figures show that more elements can be connected
in the shared thin microlens system using a smaller microlens pitch and in an overall more compact system.

3. EXPERIMENTAL MICROLENS EVALUATION

The two most promising types of microlens array for use in the total interconnection system are those made by
ion-exchange (1] and those made by melting photoresist [5-8). Focal lengths of about 70-1300um with numerical
apertures of about 0.2-0.5 and lens diameters of about 5-1000um are possible. However. more detailed
characteristics are required in order to correctly design the system. We characterised 4 commercially available
samples of 32x32 ion-exchanged microlens arrays of pitch 250um and focal length 560um. We also fabricated our
own two dimensional arrays of photoresist microlenses using the following technique. We spun Hoechst AZ 4620-
A photoresist onto a glass microscope slide at a speed of 4500rpm giving a resist thickness of 6um. An electon
beam fabricated mask of an array of 64x64 circles of 120um diameter and pitch 125um was used lithographically to
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form similarly shaped circular islands of photoresist on the glass substrate. The photoresist was melted at a
temperature of 210°C on a hot plate for 3minutes and left to cool. During this time the surface tension pulled the
surface into the required convex shape for operation as a microlens. The focal length was found using a microscope
to be 300um giving a numerical aperture of 0.20 and an f-number of 2.4 in a range also studied in references [6] and
[7]. The complete characterisation of the wavefront aberrations was performed by an interferometric technique [8] for
both of the microlens arrays. Only the results for the photoresist microlenses are shown in Figure 5. A Zernike
polynomial fit to the wavefront (Fig 5(a)) was made and was used to calculate the primary Seidel aberration
coefficients. The ideal diffraction limited focal spot width for this lens size and focal length using 632.8nm
wavelength would be 1.9um between the first nulls and that found by calculation from the wavefront aberration
(Fig 5(b)) is 3um. The 3dB width is found to be 1.6um. The Strehl ratio was 0.75 for the photoresist microlenses
(i.e. 0.67 wavelength aberration variation in the wavefront, mainly spherical) whereas that for the ion-exchanged
lenses was 0.05 (i.e. a variation of 2.22 wavelengths in the wavefront, mainly spherical). This difference was also
clearly apparent in the point spread functions and in the modulation transfer functions. The primary Seidel
astigmatic aberration coefficient was 25% larger. the comatic aberration coefficient was 82% larger and the spherical
aberration coefficient was 135% larger for the ion-exchanged microlenses than for the photoresist lenses. The ion-
exchanged lens numerical aperture, ().22 was comparable with that of the photoresist lenses, 0.20 but the aberration
differences observed may not persist as the focal lengths and diameters of each lens are scaled up and down.

4 CONCLUSIONS

Two microlens total interconnection systems and two types of microlens array were evaluated for use in an optical
neural network and results suggest that the optimum microlens total interconnection system would be one
employing photoresist microlens arrays in a shared microlens configuration. Such a system has yet to be
demonstrated. The authors thank Mike Hutley of the National Physical Laboratory, UK for use of the
interferometric measurement system and Sharp Laboratories of Europe Ltd., UK for financial support of one of the
authors, P. C. H. Poon.
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Introduction

Recently, an efficient optical architecture, known as Optical Content-Addressable Parallel Proces-
sor(OCAPP), has been introduced for the efficient implementation of symbolic computing tasks [1). OCAPP
simultaneously performs multiple equivalence and threshold searches {greater than(G), less than(L), greater
than or equal(GE), less than or equal(LE)} in addition to compound operations such as sorting. Architec-
turally, OCAPP consists of a selection unit, a match/compare unit{ MCU), a response unit, a control unit,
and an output unit, see Figure 1 and ref [1] for more details. The selection unit holds n words, where each
word is m-bits long, and contains word and bit-slice selection logic to control which bits participate in
comparisons. The MCU is the central element of OCAPP since it performs parallel comparisons between
the words of the n X m storage array and the 1 X m interrogation register. The results are reported in three
registers, R, G, and L, corresponding to the equals, greater than, and less than operators, respectively.
The output unit transfers words to the output plane which becomes an input of the host system requesting
the operation.

Database processing is based upon the manipulation of tables, known as relations. A relation is a
file similar to ones that contain information about employees in an employee database. The rows of a
relation, known as tuples, are data records about the subject of the relation, such as a single employee.
Referred to as attributes, the data fields of a tuple are the columns of a relation. Examples of attributes
in the employee database are employee name and ID number. A set of operators known as the relational
algebra is responsible for the manipulation of relations and is composed of union, intersection, difference,
selection, projection, and join. The relational operations operate on one or two relations to produce an
output relation. Union, intersection, and difference require equivalence searching of entire tuples while
selection, projection, and join require the equivalence and/or threshold searching of specific attributes.
Since relational operations are applied to the entire table, e.g. several tuples simultaneously, they are well
suited for parallel execution on OCAPP. Due to their inherent parallel nature, relational operations will
realize an increase in throughput when implemented on QCAPP. Improvements in database algorithms are
realized through implementations that further exploit this inherent parallelism.

Extension of OCAPP for High-Speed Database Processing

The OCAPP Database Machine contains a selection unit, a 2-D match/compare unit(2-D MCU), an
equality unit, a threshold unit, a relational algebra unit and a deflection/output unit. See Figure 3 for
details. The equality unit processes the R register used extensively in union, intersection, and difference.
The threshold unit is responsible for constructing the G, L, GE, and LE registers. It is a rather complex
unit due to the use of an improved thresholding algorithm that requires only a single iteration to perform
t thresholds, whereas current algorithms require s iterations, ¢t being the number of tuples in a relation
and s being the number of columns in an attribute. Hence, the algorithm will realize a speedup factor of
s. The relational algebra unit processes the results in the R, G, L, GE, LE registers in accordance with
the rules of the current relational operation to supply the deflection/output unit with the proper electrical
control signals. Deflection in an output unit performs the parallel transfer of words from Relations A and
B to their respective locations in the output, Relation C. This is important because certain algorithms
transfer only a subset of Relations A or B to Relation C. Since the tuples in the output must appear in
consecutive rows, a method of mapping say the third tuple of Relation A to the second row of Relation C is
necessary. Traditionally, this mapping is accomplished through the iterative transfer of tuples of Relations
A and B to Relation C after a comparison is made and the registers are written. However, this reduces
the parallelism of the machine. By transferring multiple rows to the output plane simultaneously, this is
no longer a limitation.
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The selection unit contains an n X m storage array and a dynamic transmissive mask that disables
bits by blocking the light that would propagate to the 2-D MCU. Composed of a 2-D Optical Content-
Addressable Memory(OCAM), the 2-D MCU is implemented with the matrix-matrix multiplier presented
by Gheen [2] and shown in Figure 2. The advantages of a 2-D OCAM are obvious. By performing matrix-
matrix comparisons, the throughput is effectively increased by a factor of n. The matrix-matrix multiplier
is a Stanford vector-matrix multiplier with a linear phase mask that separates rows of the input matrix
(spatial light modulator 1, SLM1) into side-by-side columns in the output plane. The 2-D OCAM reduces
to a 1-D OCAM when the off-axis rows of the input matrix are disabled. In order to access the 1-D data,
a beamsplitter is inserted between SLM2 and the spherical-cylindrical lens combination (S/CL1). As seen
in Figure 2, the 2.D MCU produces the R registers and the unprocessed result of a 1-D vector-matrix
comparison. The equality unit contains a matrix CCD that detects the R registers from the 2-D MCU and
supplies them in electrical form to the relational algebra unit.

From Figure 4, the on-axis tuple of Relation A, which will be referred to as Tuple A, is copied into
each row of SLM3 in the threshold unit. This allows the threshold unit to compare the unprocessed
vector-matrix data from the 2-D MCU to the comparand, Tuple A. SLM3 is followed by a holographic
interconnect composed of a matrix of sub-holograms, one per bit, that projects in the image plane, each
bit onto those to the right of it. Following the hologram is an optical system that provides spatial filtering
for the removal of the zero-order and conjugate beams in addition to collimating the overlapping diffracted
beams. In Figure 4, the black extension of the optical system is a stop to eliminate the portion of beams
that expand past the extent of the bit locations. SLM4 compares the hologram output with a copy of
SLM3 output which is then focused to a line with a cylindrical lens and detected with a CCD to form the
G register. Throughout the threshold unit, there are four polarizers that eliminate the bits that evaluate
to greater than or less than. The deflection/output unit uses a dynamic transmissive mask and electrically
controlled deflecting optics to individually manipulate rows onto the output relation.

Implementation of Relational Operations on OCAPP

Due to the short length of this summary, we only discuss a single algorithm to illustrate the use of
OCAPP for database processing. We chose the Selection algorithm because it utilizes the major components
of the system. The algorithm selects all of the tuples in a relation for which a criteria is met in a particular
attribute.

Theta represents the criteria and could be any operator of the set: (greater than, less than, greater
than or equal, less than or equal). As an example, we use the selection of employee age in our database
where we are searching for all employees older than 6(0110;). See Figures 3 and 4 for more details of
the following discussion. Selection is performed by loading 0110, into Tuple A which corresponds to the
on-axis row of SLM1 while instructing the selection unit to disable the other input tuples. Tuple A is also
loaded into each row of SLM3 in the threshold unit. The attribute field upon which selection is performed,
the collection of employee ages in this case, is loaded into SLM2 of the 2-D MCU. The 2-D MCU compares
Tuple A and Relation B and writes the R register. It is important to note that the data being output from
the 2-D MCU is vertically inverted(upside down). In Figures 3 and 4, the data is kept this way in order to
be physically correct. However, the equality and thresholds units are responsible for re-inverting the data
so that the system input relations and output relation may be compared with ease.

The single-iteration threshold unit operates on the principle that the output of a vector-matrix com-
parison before passing through the final cylindrical lens, S/CL1, is a matrix of information such that each
bit represents equality (denoted by a logical 0) or inequality (denoted by a logical 1). In our polarization-
encoding scheme, a 0’ is represented by vertically polarized light while a ‘1¢ is represented by horizontally
polarized light. If a bit is dark, then it behaves as a don’t care. Elimination of undesired bits is accom-
plished through the use of a polarizer. If the bit-wise comparison evaluates to not equal, it is known that
a mismatch occurred, but it is not readily known whether the bit from Tuple A was greater than the cor-
responding bit from Relation B or vice versa. However, this is resolved through an additional comparison
of the bits that evaluated to not equal with the original Tuple A. This comparison is performed in SLM3
of the threshold unit and may be interpreted as follows. First, the bits that evaluated to equality are
eliminated, accomplished through the use of horizontal polarizer, P1. If two bits, A; and B;, are not equal
and the corresponding bit in Tuple A is ’0’, the output of the comparison is *1’. This reveals on a bit-by-bit
basis whether B; > A; or A; > B; by the presence of a '1’ or '0’ respectively.

Normally, one would iterate through the bits beginning with the most significant bit (MSB), in order
to find the first bit position in which a mismatch occurred. The bit positions below this have no effect
and are ignored. Hence, only one bit position is responsible for determining if a word is greater than or




52 / OTuA10-3

less than another, the goal being to determine this. To perform this search in parallel , we place a vertical
polarizer, P2, in the path to eliminate the greater than bits, i.e. make them dark. Each bit is projected,
through the use of a holographic interconnect, across each of the bits below it in order to disable them if a
mismatch occurs. The disabling, which will occur in SLM4, occurs because each of the bits that evaluated
to less than will cause a polarization rotation. In addition to eliminating the greater than bits, the less
than bits are eliminated in a copy of SLM3 output simultaneously through the use of polarizer, P3. Thus,
the input to SLM4 is two data planes, one such that the greater than bits are eliminated, the other such
that the less than bits are eliminated. The less than bits cause a ninety degree rotation of a greater than
bit and turn it into a less than bit. Less than bits are then eliminated with polarizer P4. If any bits in a
row are still bright, then that attribute field of Relation B is greater than Tuple A. The L register may be
determined in a similar manner or may be computed from the G and R registers.

The results of the R, G, L, GE, LE registers are then sent to the relational algebra unit which then
supplies the necessary controls to the deflection/output unit so that it may map tuples onto Relation C in
parallel. More details of the architecture will given at the meeting.

Unfortunately, a single NOR array does not support a 2-D single-iteration threshold operation because
it cannot perform multiple NOR operations in a single X-Y location. Since the multiple beams in a 2-D
system propagate through SLM3 at various angles, multiple single-interation thresholds can be performed
in parallel if a NOR matrix and a holographic interconnect are included for each desired row of the input.
In the Selection operation, this is used to perform multiple-argument selections in one iteration because
multiple theta operations can be evaluated simultaneously. This is also very useful for performing extremum
searches (max, min) in a single iteration since the maximum-valued word corresponds to the one with a GE
register loaded with ones. This would ultimately be used to create sorting algorithms that only require n
iterations since a new maximum-valued word is found in each iteration, as opposed to conventional optical
algorithms which require n X m iterations.

Because the execution time of the Selection algorithm is independent of, I/, the number of bits in
an attribute, a speedup factor of [ can be realized over current optical and electrical Selection algorithms
when theta is an operation involving (<, >, >, <). Since Selection based on thresholding is a highly utilized
function in database processing, this translates into a substantial increase in overall system performance.
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1. Introduction

Today's most powerful electronic computers are capable of processing data at rates reaching or
exceeding hundreds of GFLOPS. These rates can be achieved when the data involved reside in the
main memory of the system which is often the case with numerical applications (matrix operations,
etc). A different family of applications, however, that include data and knowledgebase management,
rely on the computer's ability to process a vast amount of data in a real-time enviroment. For these
input/output intensive applications the performance of the secondary memory system becomes

critical and is usually determined by two factors: storage capacity and data transfer rates.

Among various secondary storage systems, holographic memories offer very large storage
capacity, high-speed parallel data access, and low cost per bit. Access to the data is made by tuming
on selected pixels in a large array, which is an inertialess operation. In contrast to the serial output of
magnetic and optical disks, the output of a volume hologram can be two dimensional, which
combined with the absence of moving parts in the read/write mechanism, results in higher transfer
rates that can reach hundreds of megabytes/sec. An additional advantage of holographic storage is its
ability to operate in an associative addressing mode that is always preferable in a database
environment. The above characteristics make holographic memories ideal candidates for database

secondary storage {1, 2].

In this paper, we present the design of a volume holographic system for storage and processing of
data in a relational database environment. Data records can be written and retrieved in parallel. The
associative nature of holography in conjunction with a spatial data encoding scheme allows scarches
based on content, and thus, facilitates the implementation of several relational database operations.
After the description of the system and its different access modes, the encoding scheme is discussed

and the steps for the execution of selected relational operations are outlined.

2. Volume Holographic Storage for Relational Databases

The widely used relational database model was adopted because the tabular representation of data
in a relation can be easily mapped on two-dimensional optical processing arrays or pages of a
holographic memory. Figure 1 depicts a volume holographic database system (VHDS) that allows
fully and partly associative searching as well as direct addressing. The database is stored in a
Fe:LiNbOs crystal. Recent experiments have shown that, using angular multiplexing, 500-1000
holograms can be stored in a photorefractive medium with an acceptable bit-error rate [3.4.5]. Two
spatial light modulators, SLM1 and SLM2, are required for recording new data and interrogating the
database. Input patterns (data pages) are loaded into SLM1 and light from SLM2 provides the
corresponding reference beams. SLMI1 is two dimensional for the data, and SLM2 is one
dimensional to emulate reference beams coming from different angles. Thus, data are stored using
angular multiplexing. The output of the system is detected by two CCD arrays (CCDI1 and CCD?2).
The electronic output of these arrays can be transfered to the host computer or fed back to the

modulators for subsequent iterations. The entire process is supervised by a PC.

2.1 Data Recording

During the recording phase, a two-dimensional pattern, corresponding to a data page &, is loaded
into SLM1. The k-th pixel is turned on at SLM2 to provide the reference beam associated with the
pattern on SLM1 and is equivalent to the physical address of data page k. In the next step. a new
pattern is loaded into SLM1, a different pixel is turned on at SLM2, and the new record is stored in
the memory. The recording of two pages is illustrated in Figure 2. When the maximum number of
holograms that can be superimposed in the same volume is reached, the crystal is rotated and data are

recorded in a different part of the medium.
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2.2 Encoding Scheme

Detector Array})
(CCD2) .,

2-DCCD
Detector Array
(CCD1)

An efficient data encoding scheme must minimize the bit error rate and false responses during
selective data retrieval. In a database environment, data are alphanumeric and, in most cases. a data
item is either a letter string or a number. Furthermore, there is seldom a need to distinguish between
upper and lower case letters. Therefore, the set of different character values can be restricted to
about 50 elements (26 letters, 10 digits, and certain symbols and punctuation marks). If the length of
a record is M characters (bytes), then a record can be represented as an array of Mx50 pixels. In each
one of these arrays, only M pixels will be bright (on) at any given time. The row number / of a bright
pixel will denote its alphanumeric value while the column j will indicate the position of the
corresponding character in the record. A possible encoding scheme is illustrated in Figure 3, where
all the zeros must appear in the first row, the ones in the second row, the A's in the 11th row, etc.

This encoding scheme introduces significant redundancy, but it is expected to minimize noise and
false responses during the search and retrieval of data and allow for a certain degrec of error
detection. As an evample, consider a scheme that restricts letters to odd rows only. Then, if a
retrieved page contains a 1 in the pixel (3y). where j is a column of a numerical (and not

alphabetical) data field, we know that an error has occured.




(5

56 / OTuAl1-3

1
—
=
Data _ Data
Image A Image
SLMI1 SLMI
Address Address
Array Array
SLM2 SLM?2
Figure 2. Recording of two pages on the hologram
123456789 Johnson, Hary B 35012467894 g A Record
/ SS # v ia::t) (1::::; 1| Employer Info
4] Ll 1 Ll
1 4
. p—
A -
: B Pixclon
. O Pixel off
H
: )
: =
: 36 x 36
4 Array
Figurc 3. An example of data encoding
3. Data Retrieval

As previously mentioned, the system is able to retrieve data pages from the hologram based on
physical address or content. Most of the database operations involve the comparison of a reference
value to all the records in the database and can benefit by a content-addressable memory. On the
other hand, the physical address is required when a specific record must be retrieved.

a) Content-based mode. During associative read, the search argument is loaded on SLMI and
illuminates the hologram. For cvery data page with an cntry cqual to the scarch argument, the pixel &
of CCD2 will be bright, where £ is the position of the reference source at SLM2 used for recording
that particular data page. In a sccond step, the output of CCD2 can be fed back to SLM2 1o retrieve
the matching data pages.

b) Address-based mode. By turning on a pixel at SLM2, we can retrieve (on CCD1) the data page
that was recorded with that particular reference bcam. Only onc data page can be retrieved in each
stcp, but this process can be concluded very fast because it is bound by the responsc time of the
photodetectors. Since SLM2 is one-dimensional, cach onc of its pixcls can be addressed in paralell.
As a result, the time to switch two pixels is significantly shorter than the time required to load an
entire frame on a two-dimensional modulator. The addresscs of the data pages will be provided by
the output of CCD2 or the electronic control unit.
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4. Relational Database Operations
A number of relational database operations can be executed directly with VHDS. The steps
required for some of them are outlined below.

a) Retrieval. When all the data pages of a relation must be retrieved, the physical address of every
page will be used and pages will be read out one by one, converted to electronic data, and decoded
into ASCII characters.

b) Projection. This operation, which requires discarding of specific data fields (columns) of a
data page, can be easily implemented during data retrieval by disabling the output of the
corresponding CCD array cells. The system will operate in the address-based mode.

¢) Selection. This operation will be concluded in two phases. First, the selection argument is
loaded into SLM1, and an associative search is performed to identify the data pages that satisfy the
selection criterion. Second, using the retrieved physical addresses, the qualifying data pages are read
with the system operating in the address-based mode. A selection followed by a projection will not
require any extra time because projection can be performed during retricval.

d) Binary operations(join, intersection, union, set difference). These operations require input
from two different relations that can be stored in two different areas of the hologram. The records of
the first relation are retrieved and stored in the electronic buffer. Their contents will be used as the
search arguments for an associative retrieval on the second relation. Depending on the operation, the
data pages of the second relation may have to be retrieved sequentially during a third phase.

S. Conclusion

VHDS combines the large storage capacity and parallelism of volume holographic memories with
smart data searching techniques and can provide an attractive solution to the problems associated
with the management of very large databases. The critical parameters affecting the performance of
VHDS are storage capacity, data rates, and overall response time to various querics. Assuming a
page size of nxm. N superimposed holograms in the same area of the crystal, and § diffcrent areas.
the total capacity is equal to nxmxNxS. For N=500, nxm=2'®, and $=100. the overall capacity can
reach 3.25 Gbits. The data rate is a function of the frame rate of the photodetectors. If CCDI1 has a
frame period of Tp, then the burst transfer rate is (nxm)/Tp and for To = lpsec, it can reach
65Gbits/scc. The response time of an operation can be expressed in terms of the number of
address-based and/or associative data accesses required. For a selection operation (associative search
followed by an address-based sequential retrieval), the response time depends on the selectivity
factor of a relation which is equal to the percentage of records that satisfy the selection criterion. The
speed up of this approach versus the exhaustive search is inversely proportional to the selectivity
factor.
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. Introduction

The lowest electronic transitions of many absorbing centers in solid hosts consist of
extremely narrow zero phonon lines distributed over a broad spectral range. Frequency
selective modification - spectral hole burning (SHB) - of such inhomogeneously broad-
ened bands has several potential applications. Using selective recording of holograms,
SHB [1] allows for frequency muitiplexed optical memories [2-4], and opens interesting
prospects for high density optical information storage and processing. The principles of
such a molecular processors have been described, demonstrating that multi-color re-
cording materials can be used for frequency multiplexed image recording and simulta-
neously for parallel processing of the stored information [5).

Il. Holographic image storage

. i F ) .
L33 : kS w - : ‘e ‘<

Fig.1. Selected images of a video movie recorded in a chlorin doped polymer film.

Combining spectral hole-burning and holography [6,7] has led to frequency and
electric field selective image storage [2-4] allowing the storage of thousands of images
within a single polymer film. During recording, the beam of a tunable single mode dye la-
ser is split into reference and object beams and the sample is exposed to the interfer-
ence pattern of the two beams. The integrated diffraction efficiency and the transmitted
signal are monitored by photomultipliers, and the images are recorded using a CCD
camera. The addressing of the individual images is performed by adjusting the parame-
ters “frequency” and “electric field” to the values used during recording. A video movie
consisting of 2100 images was stored in a polymer film, corresponding to a sequence of
80 s duration. Four typical frames retrieved from individual holograms are shown in fig 1.
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The electric field applied to the sample represents a further storage dimension and in-
creased storage capacity [8].

lll. Logical operations

For specific molecular systems a spectral hole can be observed to split when an
electric field is applied to the sample, and the Stark components of closely spaced holes
can be made to overlap [9]. For example, a pair of holograms can be stored in the fre-
quency - electric field plane in an arrangement as shown in fig. 2, burnt at the same fre-
quency at different electric field strengths. The burning coordinates where the stored
images can be reconstructed separately are drawn as filled circles. The electric field de-
pendent positions of the Stark components are indicated by dashed lines. The regions
where the dashed lines intersect are marked by squares. At these positions a coherent
superposition of the recorded images can be reconstructed, the result of which depends
on the phase properties of the holograms. As shown in fig. 2 two images, a horizontal bar
and a vertical bar have been recorded at different electric fields. The images can be re-
constructed individually by adjusting the recording parameters, (v, E4) and (v, E3). The
coherent superposition of the images can be accessed at the frequency positions, v4 or
v, and the electric field, (E1+E,)/2. The results are shown for a phase differences 0 and
x. Constructive interference (phase 0) leads to an increase of the image intensity when
the images overlap, the images are added. Destructive interference (phase difference )
results in a subtraction of the images. Logical operations corresponding to “AND" or
“XOR?” functions can be implemented when appropriate discrimination is applied.

Field strength

V4 V2

V
Frequency
Fig 2. Logical operation with images. The recording positions are indicated by circles. Due to the
Stark splitting of the spectral holes the holograms are made to overlap at the regions indicated by
he squares. The reconstructed images show the result of the superposition: constructive interfer-
ance, when a phase difference of zero was used and destructive interference when a phase dif-
ference of & was chosen.
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IV. Molecular Computing

Logical operations corresponding to “AND"” or “XOR” functions can be derived when
appropriate discrimination is applied. In fig 3 a parallel addition using the AND as well as
the XOR operations is shown. Each of the 8x8 patterns represents one bit of an array of
64 octal numbers, each encoded by a specific position within the grids. Bright areas sym-
bolize a digital “1", dark areas correspond to “0”. The patterns were transferred to the ob-
ject beam by means of a liquid crystal display light modulator, and were stored in the hole
burning material as holograms. The superposition of two images was performed in the
material and the results have been obtained by appropriate thresholding subsequent to
the read-out.

experiment result
original
sctal number 1 octal number 2
m N E
image
+ superpos.
ﬁ low bit E

Fig 3.Parallel addition by means of spectral hole burning. Two arrays of octal numbers
have been stored and subsequently processed using a sequence of “AND" and “XOR"
operations.

V. Swept holograms

The diffraction efficiency of holograms considerably changes when different phase-
shifts are applied as function either of the recording frequency [10] or the electric field ap-
plied to the sample. The hologram phase is controlled by using a piezo mounted mirror
under computer control. Examples of this is shown in Fig. 4, which shows holograms
swept in frequency and phase and E-field and phase. For frequency swept holograms
the long range gratings are suppressed, which decreases crosstalk between the holo-
grams. E-Field swept holograms produce asymmetric Stark-splittings in the field/fre-
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quency plane, with the direction of the splitting determined by the sign of the phase shift.
In addition, E-field swept holograms can produce both constructive and destructive inter-
ference, depending on the field chosen for readout., which makes them ideal for coher-

ent image superpoesition.
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Fig 4. Surface and contour representation of a frequency - phase swept hologram
(left) and an electric field - phase swept hologram (right). Note the different behav-
ior in the wings of the signals.
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Multiwavelength Logic Gates with High Computational Efficiency
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1. Introduction

The wide bandwidth of optical communications channels offers the potential for extremely high through-
put for interconnects in both computer communications and telecommunications applications. The utiliza-
tion of this bandwidth typically involves conversion to electronic signals and processing using standard
binary based techniques. We describe two classes of logic primitive which process information in the optical
wavelength domain. It is shown that for implementation of truth table processors, these gates can achieve
computational efficiencies many orders of magnitude greater than that obtained with Boolean logic. We also
discuss the requirements and limitations associated with the described technique.

2. Multiwavelength Information Processing (MIP)

Multiwavelength information processing (MIP) is a technique whereby the complete temporal and op-
tical bandwidth is available to communicate and process information. We focus on incoherent MIP where
information is represented and processed based on the presence and absence of power at discrete optical
wavelengths. There are two components to MIP: the representation and transfer of information, and the
processing of information. The concept of MIP is illustrated through the design of two incoherent codes
and compatible lookup table processors. The codes, described below, are illustrated by example in Fig. (1).
(Ux; Bt): Unary in wavelength and binary in time. Any combination of d time slots and only one wavelength
per time slot. (B; B;): Binary in both wavelength and time. Any combination of d time slots and any
combination of R wavelengths per time slot.
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Figure 1: Examples of UU and BB codes in the time and wavelength domains

Quantities of interest are the information capacity and gain. Assuming that the information channel is
noiseless, the information gain is defined as the ratio between the information capacity for and MIP code and a
temporal binary code. Table 1 summarizes the information capacity, degrees of freedom, and information gain
for the two codes. One class of number representation which benefits from MIP is multivalued logic (MVL).
MVL systems represent and process information in a number radix system > 2. If the optical equivalent
of a multilevel system uses multiple power levels to represent a higher radix number, the minimum spacing
between levels will be defined by shot and thermal noise, resulting in a noise/speed tradeoff. If instead we




OWA2-2 /65

use discrete optical wavelengths to represent the multiple values, the limitations are based instead on phase
noise and wavelength stability of the source.

Code | Degrees of Freedom | Information Capacity | Information Gain
UB R4 dlog, R log2R
BB 2/ Rd R

Table 1: Summary of coding information results

3. Optical Set Logic (OSL)

Optical set logic (OSL) processes multiwavelength data as binary coded multi-valued numbers. We
consider numbers which are represented using R wavelengths in a single time slot (d = 1). Multiple single-
slot inputs to a processor are equivalent to d > 1. The representation of 29%-radix numbers using binary
encoded electronic frequencies has been reported [YAH91]. After completion of the work reported in this
paper, logic gates which use multiple optical wavelengths to code set logic functions different than those
described here were reported [MAH92].

A set of R wavelengths {A} represents a 2”-radix number. An input variable is represented by {X;} €
{A}. The complete absence of optical wavelengths is given by the null set {¢}. We define three optical set
logic primitives following [YAH91): the OSD primitive is the set difference operator (=) in Eqn. (1) and
effectively filters a fixed set of wavelengths given by a local constant {A} from an arbitrary input {X;}. The
OSG in Eqn. (2) is simply an inverted switching function which passes a set of local wavelengths if there
are no wavelengths present at the input, and has no optical output when any wavelengths are present at the
input. The OSU gate in Eqn. (3) is realized using simple incoherent optical summation. In order to make
cascadable gates, we also desire level restoration which can be implemented using a broadband saturating
optical amplifier. These logic primitives map well to optical and photonic implementation.

0SD({Xx:};{A}) = {Xi}-{{l}={xi}ﬂm (1)
0SG({AK{X:}) = {}2}} i {X:) = {4) o
OSU({X1},{Xa},....{Xa}) = {X1}U{X2}U...U{Xn} 3)
{X:} = OSD({A);{X:}) = {A} - {X} @)

A technique for computing the complement of an optical set logic variable, which requires significantly
less gates than that reported in [YAH91] is described. A dynamic OSD gate, where the local value is the
input and the input is replaced by an optical source with all wavelengths in {A}. The complement is therefore
given by the set difference function as in Eqn. (4). This type of gate can be realized with a device such as
the acoust-optic tunable filter [Smi92).

An example lookup table is shown in Fig. (2). The constants A;j, B;;, and k; are determined by a logic
minimization technique described in [AG68]. The output of this processor has 2/ degrees of freedom. The
degrees of freedom at the output can be increased by using multiple lookup tables to generate a multiple
variable 2R-radix output.

4. J-gate logic

The special case of a unary code in a single time slot reduces to wavelength position modulation (WPM).
WPM can be treated as an R-valued number and processed using a truth table processor constructed with
the optical equivalent of a T-gate [Hur84]. We call these A-gates, and as with T-gates they multiplex local
constants according to the value of a data select, effectively routing the correct truth table values to the
output. For example, a ternary A-gate transfer function is written as A(Ap : A4, AB, Ac), implying that the
output is a function of the wavelength data select Ap given a set of local constants A4, Ag, and Ac. For
an R-radix system, the A-gate is operationally an Rx1 multiplexer. The data select and local constants can
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Figure 2: A two input routing table using the OSD, OSG, and OSU logic primitives

take on values of any one of the R wavelengths {0, A,...,Ar—1}. The truth table and )-gate realization for
a ternary two input processor f(X1,X2) is shown in Fig. (3).
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Figure 3: An example A-gate lookup table processor and truth table

5. Processing Efficiency

We define the gate efficiency in terms of the number of possible mappings in a truth table performed per
gate. In this paper we assume that the cost or complexity of each gate is the same. While not a complete
analysis, this simplification gives us an idea of how the efficiency of the architecture scales with increasing
radix. The number of gates necessary to realize an QSL truth table processor, assuming that dual rail logic
is used, is T = (d+ 1)24+! 4 1. Similarly, the total number of M-gates required are ' = ’};_‘11. The efficiency
of an OSL based processor is given by Eqn. (5) and the efficiency of a A-gate processor is given by Eqn. (6).

R 2R‘
ey = ) 5)
(d+ 1)2d+1 +1

- R*
Er-gate = E'Rdl—)_f?— (6)

The optical set logic and A-gate efficiency in terms of number of mappings per gate, are plotted in
Fig. (4) as a function of the number of wavelengths, or radix, R for single and double variables or time slots.
For Boolean gates, the computational efficiency is approximately unity. The extremely high computational
efficiency must be accompanied with several caveats. First, these numbers represent arbitrary truth tables
where no logic minimization has occurred. Secondly, we assume that all degrees of freedom are usable at the
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Figure 4: Gate computational efficiency curves for various combinations of R and d

output for some computational or control process. Third, the complexity of an MIP gate should be much
less than if its function were realized using Boolean gates.

6. Summary

In this paper we describe the concept of multiwavelength information processing (MIP) and two MIP
coding techniques. It is expected that this type of processing can result in improved computational efficiency
and parallelism over that achievable with electronics. We illustrate this concept through the design of two
lookup table processors based on Optical Set Logic and XA — gate primitives. The resulting processors exhibit
an extremely high computational efficiency in terms of number of mappings per gate. They also exhibit
characteristics which are amenable to optical and photonic implementation. A primary goal of this work is
to investigate high functionality gates which exploit the parallelism and wide bandwidth of multiwavelength
systems. In the next stage of this work, we plan to compare MIP gates to the computational equivalent of
electronic Boolean gates according to some measure such as volume and power dissipation. This increase in
functionality has the potential to compensate for the larger footprint of optical devices over their electronic
counterparts. Ultimately, the success of any technique will rest on a collection of issues: information capacity,
performance, complexity, realizability, scalability, energy and computational efficiency, and cost.
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In the past decade there have been many proposals for and demonstrations of digital
optical computing architectures [1-7]. Some of these systems offer great potential in terms of
computing speed. However, none of them have utilized the great benefit optics offers in terms of
bandwidth, even though it has been proposed that multiple wavelengths can be employed to
transmit multivalued information in an optical fiber [8]. Optical computing systems that utilize
multiple wavelengths as an added dimension to code information will enjoy greatly increased
capacity and data transmission speed.

To capitalize on the advantages of optical bandwidth, multiwavelength information
processing (MIP) was proposed to code, transfer, and process information [9]. For example, in
MIP an 8-bit word can be represented by the presence or absence of optical power at any of 8
discrete wavelengths, each representing one bit in the word. To achieve parallel computation,
nonlinear optical logic gates that perform independent logic operations on individual
wavelengths are needed. In this paper, we propose and demonstrate several unique concepts
which utilize four-wave mixing in photorefractive media for the implementation of a
multiwavelength half adder. This half adder is accommodated through iterations of CARRY and
SUM operations.

A M A(XOR)B
A\

AT

B(\) Crystal

Figure 2. SUM operation. Beams from port A write index
gratings that are x shifted from those written by beams from
Figure 1. CARRY operation. Beams from the left at port B. The net gratings are read by an all wavelength beam
Ay Wwrite index gratings that are read by beams from  set from the right. The resulting diffraction exits the system

the right at Ayg . The output exits the system upwards,  UPWards.

In our system, multiwavelength phase matched four-wave mixing is employed to achieve
the spectrally parallel operations of CARRY, and multiwavelength holographic interference is
employed to achieve the spectrally parallel operations of SUM. Since a CARRY operation is
equivalent to an AND gate with a one-bit shift in registration, we utilized simple two-beam
interference to write gratings in a photorefractive media with beams of one wavelength (inputting
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A(AND)B), and then tested for the existence of such gratings by reading them out with another
wavelength (to allow the registration shift), as shown in Figure 1. Here, the two input write
beams would be at Ap.1 and the read beam would be at Ap. To implement the SUM operation, a
Mach-Zehnder interferometer (MZI) was used in conjunction with a photorefractive crystal to
simulate an XOR gate, as shown in Figure 2. The inputs to this gate were again the beams A and
B, each entering one port of the interferometer. As a result of time reversal symmetry in the
MZI, a & phase shift exists between the gratings written by beams from port A and those written
by beams from port B [10-11]. Thus, a net grating exists only if a beam from one port or the
other is present, while no grating exists in the absence of beams or in the simultaneous presence
of beams from both ports at the same wavelength. Here, the two input write beams and the read
beam would all be at Ap. This produces the XOR gate necessary for the SUM operation.

A 4 *"°° )\0 }\,4 eee X() A
ko(An-1)
B K ] T
k(A o) _4
C1 Ke(M) =%a3 o ’
Z Ka
St -
C2 ka = kg(r1) = ko(Ag)
S2 ko = kg(AN) = Ko(An-1)
(@) (0) Figure 4. Anisotropic collinear diffraction. Here, gratings

Figure 3. (a) shows a proposed addition operation for written by ordinary light at A.] are read out by extra-

inputs A and B, along with the coiresponding CARRY  rginary light at . All wavelengths in a given beam set
and SUM steps leading to the solution. (b) shows the ] )
corresponding experimental results. enter collinearly. Collinear readout then also results.

To describe the principle of operation of the multiwavelength optical half adder, we
consider the problem of adding two binary coded numbers, A=(01011) and B=(01010), as given
in Figure 3a. A 5-bit binary coded word is represented with beams from 5 discrete wavelengths,
A4, A3, A2, A1, AQ, arranged from the most significant bit to the least significant bit. In the first
step of the addition process, an AND operation on A and B with a shift in registration leads to a
CARRY output C1=(10100), while an XOR operation on A and B leads to a SUM output
S1=(00001). In the second step, an AND operation on C1 and S1 with a shift in registration
leads to a CARRY output C2=(00000), while an XOR operation on C1 and S1 leads to a SUM
output S2=(10101). Further iterations of this process will yield identical results, so $2=(10101)
is taken as the final answer. It is seen that a wavelength conversion is needed to perform the
CARRY operation. That is, if A3 and A] are present in both inputs A and B, then A4 and A) will

be present in the CARRY output (the A3 and A1 input beams are thus converted to output beams
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at A4 and A2, respectively). Nonlinear optical devices are ideally suited for such wavelength (or
frequency) conversion via Bragg matched diffraction, where a beam at AN can read a grating
written by beams at AM (M = N-1 in the CARRY, and M = N in the SUM). One must remain
cautious, though, to maintain spectral independence so as to avoid readout cross talk between
bits of different wavelength (e.g., in the CARRY operation, a beam at AN should only read
gratings written by beams at AN-1). Optical four-wave mixing in photorefractive media ideally
fulfills these requirements of wavelength conversion and spectral independence.

In multiwavelength four-wave mixing in a photorefractive media, the input beam sets
A(Ag, A3, A2, A1, AQ) or B(A4, A3, A2, A1, A0) can enter the crystal in a number of ways. One
way would be to allow the write beams at A\ to each enter the crystal at unique angles Opf. The
readout beams at AN would then enter the crystal at the appropriate phase matching angles 6N, as
in Figure 1. Another way would be to have each input beam set propagating collinearly, as they
would if they had been transported down an optical fiber. In this manner, even though the
various wavelengths from a given set have the same crystal entry angle, the respective index
grating wave numbers written between the beams from A and B would all still be unique since
each of the (Ag,A3,A2,A1,AQ) are unique. Performing the readout process for the SUM
operation (where the input beam sets A and B enter the two input ports of a Mach-Zehnder
interferometer) would then be a matter of simply counter propagating the beams from one arm of
the interferometer with a beam containing all of the (A4, A3, A2, A1, AQ) also propagating
collinearly. In the CARRY operation, one could read index gratings in one of two ways. The
first way would be to angularly tune the readout beam set wavelengths at AN to phase match the
index gratings written by the write beams at AN-1. In this manner, the output beam set would not
be collinear, which would be inconvenient for coupling into waveguides. A second approach
would be to utilize orthogonally polarized read beams in an optically anisotropic media.

Referring to Figure 4, we consider the momentum matching (Bragg) condition in K-space
for a negative uniaxial crystal with ordinary write beams and extraordinary read beams. In this

arrangement, the wavevector circle for write beams at AN-1 must intersect the wavevector ellipse
for a read beam at AN where phase-matched readout is to occur from a grating wavevector KN-1.
From a given angle of incidence 0, and a knowledge of the crystal’s refractive index variations as

a function of wavelength and polarization state, the entire set of write and read wavelengths are
determined once one particular wavelength is chosen. For example, in SBN at an internal angle
of O =70 degrees, choosing AQ = 500 nm forces A1 : 499.67 nm, which forces A2 = 499.34 nm,
which forces A3 = 499.01 nm, which forces A4 = 498.68 nm. These wavelengths are
approximately 0.33 nm apart. For practical applications, the total wavelength spread, ALSB -
AMSB, must be small enough so as to avoid significant propagation phase delays due to group
velocity dispersion if fibers are to be used, yet large enough to avoid significant crosstalk
between various readout wavelengths. To satisfy these restrictions, we suggest the use of
reflection gratings in a photorefractive media such as SBN.

To demonstrate the CARRY and SUM operations, we utilized the experimental set ups
shown in Figures 1 and 2, respectively. Our light source was an Argon ion laser operating
multiline. From this we chose the five strongest lines such that AQ = 514.5 nm, A1 = 496.5 nm,
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A2 = 488.0 nm, A3 = 476.5 nm, and A4 = 457.9 nm. All of thesec beams were extraordinarily
polarized. The average coherence length for any given line was about 12 centimeters. SF10
prisms were utilized to separate the wavelengths, and shutters were used to determine a given
input beam’s logic state. Our photorefractive crystal was 4% MgO doped lithium niobate, about
8 millimeters on each side. In both the CARRY and the SUM operations, the external full beam
write angle was 25 degrees. For the CARRY operation, neutral density filters were used to
balance the powers of all of the read and write beams to about 40 mW each. An incoherent
optical bias was introduced to the crystal so as to reduce the output signal strength variations as
various write beams were turned on or off. Resulting read beam diffraction efficiencies were
around 1% for index grating modulation depths around 4%. To implement the SUM operation,
we utilized a Mach-Zehnder interferometer (MZI) XOR gate as shown in Figure 2. Specific
wavelengths chosen to be present in the input beam sets A(A4, A3, A2, A1, AQ) or B(A4, A3, A2,
A1, AQ) were selected using prisms and shutters, while collinear propagation of the beams in a
given beam set was achieved by retro-reflecting each beam after it passed through a prism and a
shutter. The net grating set in the XOR gate was read by a beam containing all wavelengths
propagating collinearly, with a total power of 500 mW, while the total write beam power was
100 mW. The distributed power between the wavelengths was that which exited the laser.
Diffraction efficiencies were again around 1% when a beam from one port was on, but about
0.04% if beams from both ports were on. Figure 3b shows a multiple exposure photograph of the
various stages of half adder operation in accordance with the states specified in Figure 3a.

In conclusion, we have proposed, analyzed, and demonstrated a mulitwavelength optical
half adder. To our knowledge, it is the first demonstration of digital optical computing utilizing
spectral parallelism in the optical domain. It demonstrates the use of photorefractive materials to
achieve CARRY and SUM operations via optical four wave mixing.
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We demonstrate the first experiment of multiple-storage of computer
generated holograms (CGHs) in a volume holographic storage medium. The
motivations for this direction are (I) realization of an interface between an
electronic computer and a volume holographic data storage, and (II)
storage of artificial data, which does not exist as a two or three
dimensional object (for example, phase-only filters). In the first application
the use of CGHs gives a useful degree of freedom that introduces adaptivity
in the holographic-recording process, and enables a user to compensate
for imperfections in the recording system (while keeping the desired data
unchanged). The second provides a convenient realization of complex
filters for image-processing purposes. The field of computer generated
volume holography was pioneered by Pugliese and Morris(!) who stored a
single CGH in a photorefractive (PR) crystal. Their results suffered from
problems associated with thin holograms(2), such as high diffraction
orders, which were eliminated only at the expense of resolution in the
reconstructed data page.

We demonstrate the loading of planar holographic data from a computer
Random Access Memory (RAM) into a holographic storage medium (a PR
crystal), and subsequent conversion to volume holograms which display all
the advantages of volume holography(2). Furthermore, we suggest a
method of to speeding-up the data loading process, by encoding more than
one hologram at a time on the "data converter” (electronic to optical), i.e.
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on the SLM, and transforming it to multiple volume holograms, recorded
simultaneously in the volume storage medium. Finally, we demonstrate a
convenient method for conversion of wavelength multiplexed holograms
into angular multiplexing.

Our experimental setup is sketched in figure 1. The data-loading process
starts in the computer RAM. A data page in RAM is defined as a digital
matrix or, alternatively, by an analog image. The data is transformed into a
hologram, designed to be borne on a known "carrier” light beam, and to be
reconstructed by another known readout beam. The SLM used in this
experiment is a magneto-optic SLM with 128x128 pixels. Since it is a
binary low resolution SLM, we find that coding a CGH by the Projection
Onto Convex Set (POCS) algorithm(3) is a rapid and efficient method. The
CGH is transmitted from the computer to the SLM, and the light beam
illuminating it reconstructs the data. Since the SLM is a thin hologram, the
light diffracts off it into multiple orders of diffraction, each (apart from the
zero order) bears all the data.

An essential issue is the conversion of the computer generated planar
hologram into a volume hologram. Incoherent imaging of the hologram
from the SLM onto the volume recording medium, may change the
distribution of the information throughout the volume (owing to a varying
fringe visibility along z), but the overall contents of both holograms are in
principle identical. The immediate implication is high diffraction efficiency
at the expense of resolution or vice-versa(l),

We demonstrate a method for converting a planar hologram into a
volume hologram, by utilizing the diffraction properties of a coherent
image-bearing optical beam. The principle is that all the data is borne on
each one of the diffraction orders of the reconstructed planar hologram
from the SLM. Therefore, imaging the CGH from the SLM onto the storage
medium is not necessary, and one may use a single diffraction order with
no loss of information. The zero order of diffraction reacts as the reference
in the recording process, and the resultant interference grating is tilted
with respect to the optical axis. The stringent condition for imaging the CGH
onto the storage medium is therefore relaxed to an overlap requirement of
the zero and, say the first, diffraction orders. Good visibility is hence




74 | OWA4-3

displayed over a range that is much larger than the focal depth of the
imaging system.

We pursue the properties of volume holography, by demonstrating
simultaneous recording and reconstruction of two wavelength-multiplexed
holograms. The original "data pages" were the letters S and T, and their
computer-generated holograms were carefully designed, in accordance
with Bragg and Snel laws, to be reconstructed each by a different
wavelength: (T by a red HeNe laser, and S by an Ar laser at A=0.514um),
from the same angular direction (see Figs. 1,2a). The holograms were
superimposed, transmitted to the SLM, and imaged onto the PR crystal
(BaTiO3). The imaging system de-magnified the CGH to a density of 1280
lines/mm in the PR crystal, yielding a wavelength selectivity of AA=1A for
interaction length of L=7mm. The reconstruction was performed by the
appropriate laser beams, which were incident upon the crystal from the
same direction. Since both holograms were converted into the "tilted”
volume holograms simultaneously during the recording process, each one
of them acquires a different tilt angle, due to the different periodicity. The
reconstructed images emerge with an angular separation of 1.49, owing to
the combined effect of a different tilt angle and Bragg matching in the
presence of chromatic dispersion (n varies with i). Fig. 2a shows the
diffraction from the tilted volume gratings, and demonstrates the dual
wavelength and angular separation.

The experimental results are shown on Figs. 2b-d. Figure 2b shows the
"double” computer-generated hologram, and Figs. 2c shows the direct
reconstruction from the SLM with the HeNe laser only. The SLM acts as a
"sampler" due to its binary grid, and by spatial filtering we stored four
holograms simultaneously, each yielded one letter of the four located on
the right hand of the optical axis (see Fig. 2c). Being a thin hologram, the
SLM does not possess the wavelength selectivity of a volume hologram,
and hence the single laser readout beam reconstructed all the images, of
which the first four from the lower half plane are shown in Fig. 2c. Figure
2d presents the simultaneous recenstruction from the volume hologram
(PR crystal) with the HeNe and Ar lasers.
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Fig. 1. The experimental setup for computer generation and recording of
volume holograms.
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Fig. 2. (a) A detailed sketch demonstrating the reconstruction and its angular
dependence upon the tilted wavelength-multiplexed volume holograms, (b)
the binary computer-generated hologram, (c) the direct reconstruction from
the SLM with an HeNe laser, and (d) the reconstructions from the volume
holographic medium with the HeNe and Ar lasers simultaneously. The right
image (T) is red, while the left image (S) is green.
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Introduction

High speed, low power, "smart” DANE pixels are
being developed toimplement 2-D arrays of N-bit Boolean
multiplications by DeMorgan’s operation on wide-word
FAN-INs coupled with N* global free space optical
interconnects. "DANE" is an acronym that refers to the
GaAs "smart” pixel which [1] detects light, [2] amplifies
the result, [3] negates the result (inversion) and [4] emits
the resultant Boolean value through the output laser,

DANE: Detection, Amplification, Negation, Emission
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* Current amplification
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Figure 1: Simple example of a DANE cell

DANE switching technology is focused specifically
towards the implementation of digital computing by
augmenting the limitations of GaAs through the use of
free space, "smart" optical interconnects. Compared to
other smart cell approaches, the technological motivations
are significantly different and unique because DANE
device technology is architecturally driven. This high
speed switch is readily implemented with conventional
GaAs monolithic structures using processes compatible
with E/D MESFET fabrication.

"Smart" Interconnect Algorithmic Efficiency
The ability to perform wide-word FAN-IN allows
implementation of digital combinatorial algorithms which
are currently not implemented with lower FAN-IN struc-

tures. Typically, the width of each gate has been limited
by the FAN-IN. The use of photonic interconnect tech-
nology permits significantly more intensive computa-
tions at each gate delay level. Current algorithmic struc-
tures utilize extensive pipelining. Implementation of wide
word FAN-IN allows a reduction in computational pipe-
line delays.

Figure 2 shows a simple example of a "smart”
interconnect where the FAN-IN is N bits wide. When an
arbitrary digital wide-word is represented in its comple-
mented form, the detector acts as an OR gate, literally
performing a Boolean summation on the wide-word.
After electronic inversion and laser emission, the output
light represents the N-bit AND product of the input bits.
Consequently, a single gate delay with 64 bit AND gates
is possible. These structures may be arbitrarily expanded to
any digital function required such as wide-word addition,
counting and floating point multiplication structures.

FANIN
5
‘; detoctoy vena
5
aplical
laser
'i"' diode FAN-owt
N
+. +
1 + 2 + 3 N
= .I.Z.J”'lN

Figure 2: Simple example of "smart” interconnect which dem-
onstrates DeMorgan’s theorem on free space optical intercon-
nects to achieve a wide input AND function

"Smart" Global (N) Optical Interconnects
Production of Minterms

The logical functions performed by the combination
of DANE and "smart” interconnect are Shannon’s
minterms (functionals) at the photodetector array and the
summation of minterms or complete instructions at the
logical summation of the laser array. This is shown
diagrammatically for 1D inputs and outputs in Figure 3.
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Figure 3: Global interconnects forming minterms,

parallel output forming arbitrary switching functions

Production of Arbitrary Switching Functions

The cylindrical lens showninFigur: 3, placed between
the DANE and the output detector array, represents the
most primitive (parallel) method of forming arbitrary
switching functions. Summation of rows or columns of
functionals at the DANE matrix output in the vertical (or
horizontal) Jirection can be achieved with this simple
cylindrical lens. The summed light is detected by the
photodiode array producing Boolean summation by using
a0 - 1 threshold. The output Y, of each photodiode thus
represents a complete logical function or sum of products.

For paraliel output, the logical function length is
limited to k or I (depending on the lens orientation):

WSl o

k =1{i=1

A spherical lens would provide summation of all selected
minterms in both k and 1 dimensions, but only to one detector.

4-Dimensional Minterm Calculation

The optical scheme in Figure 3 can be generalized. As
shown in Figure 4, it is possible to expand both the £ input
array to two dimensions and the linear holographic optical
array to two dimensions. The holographic optical array is
performing a4 dimensional interconnect. The input is now
written X, the control mask is now &, and the output may
be written f,, where a two dimensional array of minterms
is generated. Each minterm generated in the output array
can consist of up to i*j Boolean variables. Equation 1 can
thus be expanded as follows:

fu=,t i x. &

|=lj=l 1) Ij,k‘

e

x &
i=1j=1 'JE"'J""
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s DANE call
Figure 4: Single stage global free space "smart” interconnect
module utilizing DANE optoelectronic computing devices
forming arbitrary minterms.

4-Dimensional Switching Function Calculation

A second holographic optical interconnect element
(HOIE), as shown in Figure 5 has the capability (subject to
implementation constraints) of providing the summation
over K * L minterms onto a detector plane. The summations
for each individual detector are individually specified by the
second HOIE. This true global interconnect is described by
the equation below where K1. and MN are the twodimensions
of both DANE matrices respectively, and U is the number of
independent input signals.

Ym=k§ t [ﬁ fI ﬁ} L. 3)

S11=1 |i=1j=1

This architecture allows implementation of a larger
FAN-IN which allows more than K or L minterms to be
summed at each detector. For global output as shown in
Figure 5, the GIBP is dependcnt only on the interconnects
and the input bandwidth.

Consequently, for an I*] input array DANE matrix
and K*L holographic matrix, up to N* interconnects may
be accessed our global interconnect schemc. The theoretical
GIBPof BN*represents the maximum possible complexity
and the maximum number of realizable Boolean switching
functions.

Applications

Free Space Optical Bus (3:8 MUX Decoder)

The "smart” optical interconnect technology implements
a free space n bit decode using a single detector. Active
signal routing can also be accomplished between these
same 2" destinations by using a bit serial protocol as in the
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Figure 5: Two stages of the HOIE / DANE process allow for a complete set of arbitrary switching
functions to be implemented through global free space smart optical interconnects

routed signal. The address need only be generated in dual
rail form and utilize a control mask computer generated
hologram (CGH) to implement the connection between
the address bits and the specific address for each detector.
The techniques which are used to implement the 3:8
decoder illustrate the principles behind the "smart”
interconnect technology (Figure 6).
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Figure 6: Digital logic representation of 3:8 MUX of a
data router (simple BUS structure)
The digital circuit shown in Figure 6 has a 3 bit
address field input represented in dual rail format, ie. x,,
X,, and x,, and their complements. The circuit, which has

eight outputs: y, through y,. is used to route a signal s (t)
to a given location. As the truth table in Figure 6 shows,
the signal goes to one of eight locations depending on the
address. This implementation utilizes the available signal
sources with an efficiency of 50%.

MCM (Multichip Module) Data Routing

MCM interconnects are rapidly approaching their
performance limits especially when future GaAs
processor systems are considered. Furthermore, the
number of I/O connections increase as the die size and
MCM complexity become more apparent. Global optical
interconnects using computer generated holograms
(CGH) do not suffer the capacitive loading problems
proportional to the speed and FAN-IN / FAN-OUT
which limit electronic bus interconnects.

"Smart” interconnects may be applied to the MCM
communication problem (Figure 7). "Simple~optical
chip-to-chiplevel interconnects (point-to-point) have been
suggested by several authors [1-4]. However, for clock

distribution and point-to-point data transmission, these
interconnects cannot perform processing functions. Using
the global interconnect architecture, however, these




Figure 7: VLSI chip-to-chip level communications

"simple” interconnects can now be made "smart”. For
example, Figure 7 depicts the data routing of an arbitrary
signal s (1) from VLSI chip A to VLSI chip B by address
application to the laser diode array on chip A. Previous
schemes would require changing the masks for each fixed
point-to-point interconnect. In this example, the mask
never needs to be changed, and yet the data can still be
routed through free space. Fourier transform reflective
holograms can also be used to implement the mask and will
support interconnects from and to the interior as well as the
perimeter of the chip, thus easing the on chip data routing
problem.

Algorithmic Efficiency and Projected Gate Interconnect
Bandwidth Products (GIBP)

Table 1 demonstrates the interconnect efficiency for
one clock wide-word addition. Efficiency is calculated by
the number of interconnects used divided by the total
number available for use. A "1" corresponds 0 a used
interconnect; a "0" to a possible interconnect that the
algorithm never uses. The gradual reduction of efficiency
as a function of word width indicates that the global
interconnect architecture has significant merit for wide-
word processing [5).

Table 1: Total number of global free space interconnects for
wideword widths

1 4 12 3333

2 10 45 22.22%
3 20 112 17.86%
12 455 4225 10.77%
16 969 9537 10.16%
24 2925 30625 9.55%
32 6545 70785 9.25%
64 47905 545025 8.79%
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The total gate interconnect in Table 1is 47,905 for the
64-bit addition implementation. If a 5 nsec clock is used,
the gate interconnect bandwidth product (GIBP) will be
9.581x10'2. The photodetector arrays allow an optical
signal power per bit of 5000 photons, which corresponds
to 1.2 fJ per gate. Theoretical signal power consumption
at 10" GIBP is only 100 mW. Total system power
including DANE amplifier power when implemented
should be nomore than a factor of 10 above the total optical
emission power. Typical silicon gates operate at 10 pJ
which would correspond to a power consumption of 100
watts at a GIBP of 10,

Conclusions
The integration of GaAs DANE technology with global
free space smart optical interconnects will:
*Provide "smart” pixel technology for arbitrary MCM
interconnects.
*Increase the algorithmic functionality of GaAs ICs
through free space optical logic.
*Augment GaAs IC interconnect limitations such as
FAN-IN and FAN-OUT and delays.
*Decrease the power consumption of GaAs ICs (by up
to two orders of magnitude).

Acknowledgements

OptiComp's research has been sponsored by the
Strategic Defense Initiative Organization, through the
Office of Naval Research.

References

(1} J. W. Goodman, F. Leonberger, H. Kung & R. Athale,
“Optical Interconnects for VLSI Systems”, Proc. IEEE Vol.
72, pp 850, 1984.

[2] J. W. Goodman editor, “International trends in Optics”,
1991, Academic Press Inc., Boston.

[3] J. W.Goodman, “Optics as an Interconnect Technology”
in H. H. Arsenault, T. Szoplik, B. Macukow, “Optical
Processing and Computing™, 1989 Academic Press Inc.,
Boston.

[4) M. Feldman, S. Esener, C. Guest & S. Lee, “Comparison
Between Optical and Electrical Interconnects Based on
Speed and Power Considerations™, Applied Optics Vol.
27(9), May 1988.

(51P.S. Guilfoyle, V.N.Morozov, "Potential Digital Optical
Computer (DOC) 11 Architectures: the Next Generation®,
Proceedings of the SPIE, Vol. 1563-35, July, 1991.




82 / OWB2-1

Data/Knowledge Base Processing on an ODVM platform
Richard V. Stone and John Hessenbruch
OptiComp Corporation
P.O. Box 10779
Zephyr Cove, NV 89448
702-588-4176

Introduction

Through the utilization of an gptical digital yector matrix (ODVM) processor, a mid range
general purpose/ special purpose processor was designed and fabricated utilizing 8,192 optical
interconnects. Designed to
be retrofitted for a number
of processing applications,
this prototype was specified
to execute 10'? binary
operations/second while
demonstrating near KT limit
performance (5000 photon
level threshold @ 10" BER).
Tailored for the textural JEE.
pattern recognition algorithm § ’
(TPRA), the ODVM QM
processor has demonstrated
the ability to scan > 20,000
pages of text/second. This machine addresses the interfacing and throughput issucs which are
commonlyignored inhigh speed paralie]l ODVM processing. Previous ODVM processors have been
unable to demonstrate the full performance characteristics due to the limitations of the 10) clectronic
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Figure 1b: Dissipative power vs. speed for digital logic families including ECL,  proakthroushs in real world
optical digital vector matrix scheme and opto-electronic integrated circuit. -
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applications and implementations. However in the late 1980’s it was realized that the vector matrix
configurations could be readily adapted into the digital processing area [2,3]. ODVM processing
offersthe following advantages: 1) high-low threshold (Because low threshold can come significanty
close to the KT limit lower system power consumption and increased gate densities are realized see
Figure 1b). 2)1-N and N-1 interconnect configurations.

In order to achieve digital optical computing, three possible logic schemes are possible:
residue logic, multilevel logic and binary logic [4]. Itis our intention to demonstrate a binary based
ODVM processor whichis fully functional. By mapping Booleanlogic primitives into multiple input
planes and utilizing the inherent ability of the hardware to map the AND, OR, and invert functions,
binary logic can be performed efficiently and can be mapped conveniently into a vector matrix form.
In addition to the binary processor, the ODVM architecture is well suited to N bit cquality detection
fortext searching of large data bases [5]. The original design of this platform takes an arbitrary vector
64 channelsin length and convolves the vector with a 128 variable element matrix. The predominate
issue of this ODVM platform becomes the I/O bottleneck concem. With the recent advancement in
high speed digital electronics, the 10 problem has been solved for this optical plattorm. With a
sustainable clock rate of 100 MHz for data throughput, true parallel performancc is demonstrated.
This corresponds to a computational rate of 8x10" binary operations/second. A demonstrated
application for the ODVM processor is the wide word equality detection scheme.

N bit equality detection (NBED) text search
Most data knowledge base operations require searching a significant number of documents
to retrieve and process only a few pages of data vectors. In this application, textural data is stored
on optical disks, retrieved in parallel, and processed "on the fly" by the ODVM platform.
Full text search operations typical consist of the following operations as described in table 1:

TABLE. 1. Full text search opwrations

Count the number of occurrences of word A in a document.

Search for word A in a document, paragraph or sentence.

Search for string A and/or string B in a document, paragraph or senten
Search for words A and B with an arbitrary number of words in betweer.

Search for words A and B with exactly n words in between.

Search for the string X**Y (fixed length embedded *don t care®).

Search for the pattemns ?X or X? (variable length prefix or suffix *don t )
Search for the patters X?Y (variable length embedded *dm t care®).

Count the number of sentences and/or paragraphs and/or words in a dociunetit

I I LN O

Following an approach taken by Guilfoyle [2], optical comparisons can be performed bascd on the
exclusive-or (EX-OR) primitive using dual-rail logic. Two n-bit words A and B arc equal if

A B + A B = 0 foreach pair of corresponding bits A, and B, Because both the value of the
bit and 1tscomplementare needed for the comparison, each n- bnword will be represented by 2n light
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Figure 2: Optical comparison of two n- bit words
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based on the EX-OR primitive
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beams (i.e. the 4-bit word 1011
willbecome 10-01-10-10). Using
this method, a 00 combination
corresponds to a “don’t care”
character, where as the 11
combination always produces a
“not-equal” result. The coding
scheme for the two logical values,
1 and 0, can be light and no light
respectively.

As shownin Figure 2. the light
beams arc superimposed and
focused onasingle photodetector
cell which performs the logical
OR (or summation) ot all the

beams [3]. If no light is detected, the two words are equal, whereas any leve! of light intensity
indicates that the two words differ in at least one bit. The output of the photodetector is clectronic.

Multiple word comparisons can be performed in parallel if a linear individually addressible laser

array and a spatial light modulator are employed (Figure 3).

At any instance in
time, the word at the i -thcolumn
of the IALDA is compared to the
word at the 1 -th column of the
SLM-2 array. The result, equal
or not-cqual, 1s recorded on the i
-th cell of a row of photodetectors.
This configuration allows for m
comparisons of the n -bit words
1o occur simultaneously.

Figure 4 depicts the opto-
mechanical layout that accepts
electronic input into an
individually addressable laser

Text trom opieal
o

clor o dats Dase
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Figure 3: Vector matnx conliguration
-—wrd - . . .
for muluple word optical comparisons

Photodetector anay

diode array bar.  The output illumination from the IALDA is collimated through 1.1, A 10X image
1s formed at the output of L2, The first anamorphic relay (FAR,CL1,2,3) collimates amd expands
cach of the 64 spots created at the output of L2 into 64 line images. The FAR provides uniform
illumination across the 128 time bit aperture spatial light modulator. At the output of the SLM. is

the second anamorphic relay which telecentrically images at 1. 81X, Each of the 128 spatial time bits

from a given input channel is imaged to one channel of a 128 channel avalanche photodiode array.
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Source: Individually addressed 2W
Text search  modutated Laser Diode Array

Figure 4:

ODVM
Schematic Layout

Silicon
Avalanche
Photodiode
Array

Performance Specifications:
« System clock rate 100 MHz
« Input data rate 12.8 Gbits per second
« Energy per effective gate < 600 attoJoules Comparasion result
> Peak scan rate 80,000peges texvisec match or no match
 Logical primitive N bit equality detection

In the text search application, the search object which can be up to 128 bits long is input into
the SLM. Data is then retrieved from either electronic or optical data bases and fed up to 32 lines
into the individually modulated laser diode array bars. The lasers are stepped at 100 million
characters per second. As data is fed into the lasers, it passes through the SLM. Thus 1.28x 10E10
16 bit character comparisons per second are demonstrated. The detector then records the position of
the characters that match and record "a hit" and sends the corresponding "hit" signal 10 a query
resolver.

Textural databases commonly contain documents of newspaper articles, case histories,
technical articles etc. Current search approaches include full indexing of the data. However, as the
database increases, the size of the index file becomes prohibitive. Using existing sophisticated
computing equipment, the process is time consuming and expensive. This ODVM platfonn offers
a solution to this problem because of the inherent bandwidth and speed offered by this system.
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Introduction

Multiple holograms can be recorded in a material by changing either the reference beam
angle [1,2,3] (6 multiplexing) or the recording wavelength {4,5] (A multiplexing). In the
past, 8 multiplexing has dominated primarily because convenient frequency-tunable light
sources have not been available. With the advent of semiconductor and solid-state tunable
lasers, there has been increased interest in A multiplexing. Crosstalk SNR calculations [6,7]
indicate that A multiplexing appears to be advantageous since the SNR is independent of
the total number of holograms for A multiplexing, whereas it drops as one over the number
of holograms for 8 multiplexing. The purpose of this paper is to show that, in practice, the
maximum number of holograms that can be stored with either method is not limited by
crosstalk and therefore crosstalk should not be the sole, or even primary, basis on which the
two methods are compared. We begin by showing that crosstalk in @ multiplexed storage
can be suppressed by an order of magnitude by careful selection of the spacings of the
reference beam angles. We then simulate the effect of noise in the setting of the reference
beam angle on the crosstalk and show that unless this can be controlled accurately through
feedback, this source of noise would be dominant. In the next step, we show that if L is
the thickness and § the resolution of the matcrial, then there is an upper bound on the
order L/6 from purely geometrical considerations for the number of holograms that can
be superimposed for both A and 0 multiplexing . We show that when this upper bound
is approached, A and  multiplexing yield comparable SNR. Finally, we require that the
SNR for both schemes is the sameé and compare the number of holograms that can be
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stored in each case. This comparison leads us to the conclusion that the relative number
of holograms that can be stored with a given SNR is determined by the tuning range of
the laser and/or the spectral response of the material versus the numerical aperture of the
optics used in the 8 scanner and/or the readout optics.

Angular Multiplexing Strategies

Crosstalk between angularly multiplexed holograms arises from non-Bragg-matched
readout of holograms stored at other reference angles by a given readout beam. This
non-Bragg-matched readout has a sinc? dependence on the angular mismatch. We can
eliminate crosstalk between a hologram and its neighbor by making the angular separation
between two holograms equal to the distance to the first (or second) null of the sinc function.
Unfortunately, the width of the sinc function varies as a function of reference beam angle.
Therefore, if we select the same angular separation hetween all the holograms, crosstalk will
result [6]. We will refer to this as the “uniform increment” strategy for angular multiplexing.
We can improve the performance by making the separation between adjacent holograms
variable and equal to the half-width of the sinc function for any two holograms. In Fig.1a,
we plot the minimum SNR that results with the uniform increment as well as this “variable
increment” strategy as a function of the holograin number. From Fig.1, we see that the
variable increment strategy is always superior and for 2,000 holograms the improvement is
approximately a factor of 10.

The SNR calculations in Fig.la are calculated assuming the reference beam can be po-
sitioned with arbitrary accuracy at the designated angles. In practice, there will be uncer-
tainty in the reference beam angle and these deviations can introduce additional crosstalk.
Plotted in Fig.1b is the minimum SNR, averaged for 100 trials, of the reconstructed holo-
grams obtained when a noisy beam deflector is used to set the angle of the reference. The
simulations were done by adding Gaussian noisc to the reference beam with a standard
(angular) deviation equal to 3.3 x 10~¢ radians, which is approximately consistent with
the accuracy of our stepper motor when setting the angle of the reference beam using an
optical system with a lens of focal length 300 mm. We observe two trends. The effect of
positioning noise is most serious for rclatively few holograms. This is reasonable since for
a large number of holograms the deviations from the ideal zero-crosstalk positions become
larger and the effect of the additional noise is less pronounced. The second observation is
that the variable increment system still outperforms the uniform increment strategy even
with positioning noise, particularly for a large nimber of holograms.

Comparison of Wavelength and Angular Multiplexing
For 6 multiplexed Fourier-transform holograms in a 90° configuration with a uniform
increment recording, the minimum SNR is given by [6]
2Lf
SNRy = —=, 1
NRo = 3an (1)
where L is the interaction length, f is focal leugth, A is tie wavelengih, d is the full length
of the output/image plane, and N is the number of holograms. For wavelength multiplexed
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Figure 1: SNR for uniform and variable multiplexing schedule with (a) and without (b)
random positioning errors

Fourier-transform holograms in a 180° configuration, the minimum SNR is given by

2 2
SNR, = —1———— ~ (2)

2 2 2
‘Em.(u: + ymur d

where f is focal length, z,,,; and Y., are half the length and width of the output/input
plane, and d is the full length of the output/image plane. Therefore, for A multiplexing,
the SNR (for N > a few holograms) is independent of the number of holograms.

We can divide Equation 2 by Equation | and get the ratio of the two SNR’s. The
number of holograms that can be stored is proportional to —16‘- where 6 is the resolution
of the material. This fact immediately follows from a degrees of freedom argument and
it is also relatively easy to prove for § multiplexing. We will briefly show how it is also
true for A multiplexing. The largest optical {requency that we can use is 2c/§ and the
smallest is 2c/L. The selectivity of the A multiplexed holograms to a change in the optical
frequency is v = ¢/L. The number of holograms that can be A multiplexed is therefore

(3 — 1)/ (c/L) ~ %. Using this upper bound for N, the ratio of SNRs becomes

SNRy _ MN _)f )
SNRy, ~ dL ~ d§°

Typical parameters of f/d = 10 and A = § results in an SNR ratio ~ 10 when stor-
ing th- maximum possible (geometrically limited) number of holograms. Notice that for
thicker holograms, § multiplexing becomes more favorable. Also, the SNR evprescion
for 0 multiplexing was for the uniform increment case. Switching to the variable incre-
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ment method improves the SNR for 0 multiplexing while there is no equivalent gain for
A multiplexing.

Another way to compare the two methods is by solving Equation 1 for N, and then
using the SNR), from Equation 2 to obtain an expression for the number of holograms that
can be 6 multiplexed with the same SNR as that obtained by A multiplexing:

Ld
Ng = le (4)

Using typical parameters (L = lcm) results in Ny ~ 103. Also notice that increasing
the thickness of the material increases the number of holograms that can be stored with
the same SNR. However, in fairness, increasing L also increases the A sensitivity which
implies the number of holograms will also increase. Let Av be the spectral width of the
light source and/or the spectral sensitivity of the material. Then the number of holograms
that can be stored with A multiplexing is

Ny=—=— (5)

We can now obtain an expression for the ratio of the number of holograms that can be
stored with the same SNR for A and ¢ multiplexing:
Ny
R=—= 6
N, (6)
Therefore, it is the fractional spectral bandwidth of the tunable laser versus the numer-
ical aperture of the optical system that carries the stored images that determines which
method can store more holograms in the same volume and with the same SNR.

1hg
N It (s
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Many important problems in pattern recognition have no known algorithmic
solution. These are problems at which biological organisms excel compared to machine-
based approaches in which the rules are assumed a priori. Taking inspiration from living
organisms, the neural network computation paradigm has been used by many workers to
solve problems in which the underlying algorithm is unknown and the required
transformations must be learned from examples. Neural networks have been shown to be
universal approximators in that any function can be approximated to any desired degree
by a sufficiently large neural network.l Optics, with its high connectivity, parallelism,
and large storage capacity, has much to offer in terms of future implementations of large
neural networks. In this paper I discuss some recent progress in holographic neural
networks.

Neural network models of computation consist of many simple processing nodes
or "neurons” which communicate with each other via weighted interconnections.
Associated with each neuron is an activation level which is calculated from a weighted
sum of the activity levels of other neurons.

y" = f(x®)

m _ (m),,(n-1)
5" =2 Wl
J

Patterns which are input to the network through the bottom layer are transformed into
patterns which represent the answer to the problem the network is trained to solve.
Many neural net architectures have been designed and demonstrated for various
computing tasks. Techniques have been developed to "train” or adjust the
interconnection weights to solve problems in pattern recognition, vision, and robotic

K. Hornik, M. Stinchcombe, and H. White,"Multi-Layer Feedforward Networks are
Universal Approximators,” Neural Networks 2, pp. 359-366 (1989).
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control. Although the general problem of learning an arbitrary transformation for a
completely random problem has been shown by Judd? to be NP-complete (therefore
probably requiring exponential increases in learning time as the problem size increases),
in practice specific problems in pattern recognition involve at least partially structured
data for which the learning time can often be reduced.

Two important parameters which characterize a neural network are the number of
neurons, N, and their connectivity, K, where K is the number of synapses or weights
connected to a neuron. Both N and K should be as large as possible in general purpose
neurocomputers. Pattern recognition problems involving natural data, especially vision,
require large N to handle the large raw input data rate. Abu-Mostafa3 has shown that K
must be large for at least two reasons. First, since the neurons essentially implement K-
input threshold functions, one K-input neuron with K associated weights is equivalent to
order K2 two-input neurons with 2K2 associated weights. Thus far fewer weights are
required if the neurons have high fan-in and fan-out. Second, in order for a neural
network to learn, the connectivity K must exceed the entropy H of the environment
where H is the logp of the number of input patterns typically generated by the
environment. H increases as the randomness of the problem increases. Increasing N and
K while maintaining computational parallelism is a daunting task for electronic
architectures due to the 2-D nature of electronic interconnects. Most of the area on
analog or digital electronic neuro-chips is taken up by the interconnects while
implementing only moderate numbers uf neurons.

Optical implementations of neural networks are attractive because of the large
storage capacity and, most importantly, the parallel access and processing capabilities of
optics. Optical architectures can exploit 3-D free space interconnects, allowing the ing)ut
and output planes to be fully populated with highly interconnected neurons (N=0(10°))
Moreover, an entire weight layer can be updated in one time step. The optical processors
described in my talk use 3-D weight storage based on volume holography. The primary
motivation for considering volume holograms as a storage medium for neural networks is
the potential for extremely high storage capacity combined with fully parallel processing
of the weights during both the learning and reading phases. Motivation for maximizing
these parameters can be found in the potential application areas for neural networks.

Figure 1 is an adaption of a figure which originally appeared in the final report of
the 1988 DARPA Neural Network Study. It shows the potential application areas
mapped onto a 2-D space in which one axis is the storage required in terms of the
number of weighted connections and the other axis is the processing rate required in
connections per second. The corresponding estimated parameters of some biological
organisms are included. A variety of electronic implementations, denoted by open

2S. Judd, "Learning in Networks is Hard," Proceedings of IEEE International
Conference on Neural Networks, San Diego, 1987, p. II-685.

3Y. Abu-Mostafa, "Appendix D: Complexity in Neural Systems," in Analog VLSI and
Neural Systems by C. Mead, Addison-Wesley, 1989.
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squares, have also been added o Fig. 1. (These performance points were taken from an
article by Alspector.4) The electronic implementations are, apart from the Sun and Cray
computers, custom analog and digital chips. Some implement leaming but some do not.
For non-learning neural network chips, weight values must be learned off-line and
subsequently loaded into the chip. I have added diagonal lines of constant network
update time to the figure. The network update time is the time required for information
to pass from the input of the network to the output via the interconnection weights. For a
trained network, it represents the time needed to recognize and classify an input pattern.
Such a plot is necessarily a highly folded and simplified projection of a high dimensional
reality onto a low dimensional representation. For example, the degree of local vs global
connectivity is ignored as well as the complexity of the neural network. Nevertheless, if
we are careful certain trends can be deduced.

It is interesting to note that potential application areas in robotics, speech, and
vision cluster around the 10 msec network update time line. These applications require
large numbers of weights in order to achieve the complexity required to solve the
problem, but modest solution times of a few milliseconds are satisfactory. The large
number of weights, however, requires very high processing rates to achieve this update
time. Significantly, biological organisms also cluster around the 10 msec update line,
perhaps because they must also solve problems on the same time scale in speech and
vision. With the exception of the general purpose computers, the electronic
implementations have relatively modest storage capacity, although their processing rates
are high. (Ignoring the fact that many of the chips do not have on-chip learning.) This is
due to the 2-D nature of VLSI which limits the number of connections. They therefore
appear most suited to the signal processing applications in which fast update times and
modest storage are required.

In my view optical neurocomputers are complementary to specialized electronics
in that the 3-D connectivity and parallelism of optics permit the implementation of very
large networks with high processing rates and relatively modest network update times
suitable for such applications as vision. In order to fulfill this role, optical
neurocomputers should include, first, large numbers of neurons and weights; second,
distortionless programmable mapping of a variety of neural network algorithms with no
hardware reconfiguration; third, co-processor-type interfacing to a host computer; and
fourth, hardware simplicity for low cost and compact packaging. A number of academic
and industrial groups are developing holographic neural network systems and
components. Some of the recent work will be reviewed in my oral presentation.

In 1992 a prototype laboratory version of a programmable holographic neural
network computer was demonstrated at Hughes Research Laboratories. The Hughes
Simulated Photorefractive Optical Neural Network (SPONN) is based on cascaded
grating holography, a real-time holographic recording technique which greatly reduces
several sources of distortion in holographic neural networks. In SPONN the weights are

4]. Alspector, "Parallel Implementations of Neural Networks: Electronics, Optics,
Biology," Paper WB1, OSA Topical Meeting on Optical Computing, Salt Lake City,
1991.
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distributed among many angularly and spatially multiplexed gratings. By utilizing a
large fraction of possible grating k-vector values, SPONN reduces crosstalk, improves
holographic image quality, and improves the utilization of the optical input device.

SPONN was built from available off-the-shelf components. Its present and
projected future performances are indicated in Fig. 1. Up to 104 neurons, 2x107 weights,
and learning rates of 2x107 connection updates per second have been achieved as of
December, 1992. The potential exists for improvement factors of 103 in the number of
weights and 109 in the processing rate. Perceptron, Bidirectional Associative Memory,
and backpropagation networks with a single hidden layer have been successfully
implemented by SPONN. The number of neurons, number of layers, and the neuron
activation function can all be programmed without hardware adjustments. In addition,
the system design requires only a single crystal, input spatial light modulator, and output
detector regardless of the network configuration.

Cascaded grating holography has been demonstrated in photorefractive BaTiO3
crystals using both visible light (514 nm) from an argon laser and infrared light (830 nm)
from a laser diode. The infrared experiments are important because very compact
systems can be built using laser diode light sources. Although the present laboratory
system occupies a relatively large volume, packaging concepts based on laser diodes in
which the entire system is contained within a volume smzller than a shoe box are under
study.
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Fig. 1. Performance parameters of neural network implementations (electronic--open
squares, Hughes optical--filled square, biological--open circles) compared to
application requirements.
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Introduction

Many optical neural network implementations using vector/matrix multipliers
are based on first order networks in which each input neuron is connected to an output
via a weighted interconnection. However, many interesting problems are of higher
order, for instance translation invariance which is a second order problem [1]. One
approach to solving such problems is to employ second order neural networks, with an
advantage that the required training algorithms are much simplified compared with
cascaded first order networks. This is done at the expense of increased complexity of
interconnection, making the second order algorithm particularly well suited to optical
implementation. Translation invariance has been studied by Giles and Maxwell [2] and
has been implemented optically using Liquid Crystal Display (LCD) technology [3]. We
now report on the implementation of a second order classifier network incorporating
translation invariance, in which asymmetric Fabry-Perot modulator (AFPM) arrays
based on semiconductor quantum wells are being used as optical input devices, to
calculate an auto-correlation matrix and to implement weighted interconnects. The use
of AFPM devices in the network allows for higher speed of operation and marks the first
application of AFPM's.

Second Order Neural Networks.

A discussion of second order neural networks is given in reference 4, with a
detailed discussion of the particular algorithm implemented in this work given in
reference 3. A summary is given below. In a network consisting only of second-order
interconnections, the output y; is given by

N N
y. = T Y w..X X Equ. 1
i I'I'h( i1 kejel ijk 7j 7k ]

wheref is a thresholding function, w,., are weighted interconnects and )jand are
the terms in a one dimensional input vector. The thresholding function 1s usually a
simple step function, y=1 for x>0, y=0 for x<0. However, during the training phase of
the network a region of y=0.5 for -8 < x < 3 is defined, giving a region of "don't know" to
the thresholding as a first approximation to a sigmoid. The product x; x, correlates all
inputs, yielding the auto-correlation matrix which is symmetric Abbut the main

diagonal. In an optical implementation it is possible to calculate all the terms in parallel

[5)
During training, the network begins with small random weights and the
weights are updated according to a simple perceptron rule

Awie= (8- ¥i) X Xk Equ.2
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where Awjjy is the change in weight wy;y, t; is the desired training output and y; is the
output given by Equ. 1. This procedure is iteratively applied untii the required training
outputs are produced, at which stage no further changes will occur. Translation
invariance requires that the network be transpareni to translated versions of the
training pattern and is implemented if Wijk is the same for all j and k such that k-j=

constant [2] The invariance condition leads to all terms on any one diagonal of the
auto-correlation matrix being multiplied by the same weighting, greatly simplifying the
implementation of weights [3].

Optical Implementation

In implementing the network, AFPM arrays were used as both optical input
devices and weighted interconnects. The devices, grown epitaxially on a GaAs substrate,
consisted of an optical cavity formed by two mirrors of reflectivities 32% and 98%. The
absorption of the intracavity medium, 70 GaAs/AlGaAs quantum wells, could be
modulated through the quantum confined Stark effect, so modulating the reflectivity of
the device. Contrast ratios of ~22:1 and insertion loss of ~1.8dB were demonstrated with
good uniformity across arrays and also between arrays [6]. Linear arrays of 21 "finger"
patterned devices, each device 80um wide and 2.5mm long, were fabricated with the
device pattern designed to suit the architecture being implemented.

The optical system for the complete network is shown in figure 1. The input
device array (Array 1) was illuminated with an expanded and collimated beam from a
Ti:Sapphire laser tuned to 857nm, the optimum wavelength of operation of the devices.
Each device was electrically addressed using the digital output ports of a computer. The
image reflected from the devices contained the binary vector being presented to the
‘network, as shown in the example of figure 2(a). In the working system, the device array
was mount~d at 45° to facilitate calculation of the auto-correlation matrix x x,. This
calculation was achieved by performing a double pass on the input device, with an
effective 90° rotation of the image between passes. The retro-reflecting prism and
imaging lens 1 shown in figure 1 performed this function [5]. On the second pass, the
device was illuminated with an image similar to that shown in figure 2(a), but with the
incident image rotated. After the second pass the resulting image was therefore the
pixeled image shown in figure 2(b), which is the auto-correlation matrix of the input
vector.

The weighted interconnects w,, were implemented in this system using an array
of AFPM devices in gray scale operation (Array 2 in figure 1). The weighting device
array had to be electrically addressed using analogue outputs from two 8 bit, multiplexed
and latching D/A converters. With the D/A signals controlled from a computer, the
addressing scheme was practical and still allowed for 'on-line' learning in the network.
The simplification of the weighting scheme, as a result of the translation invariance,
allowed a device array identical to the input devices to be used for the weighted
interconnects, since the same weighting factor was required along any diagonal of the
auto-correlation matrix. The symmetry of the auto-correlation matrix also leads to a 2-
fold degeneracy in the matrix, so that only one half of the matrix was used in the
weighting scheme. To implement positive and negative weights, the weighting devices
were time mutiplexed, displaying alternately the positive and negative weights. A
simple lens system imaged one half of the auto-correlation matrix on to the weighting
arrray with a magnification of V2. This array was oriented with the "finger" modulators
running parallel to the main diagonal of the matrix, and so applying a constant
weighting factor to terms along a given line. Figure 2(c) shows a photograph taken from
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Figure 1. Schematic of optical network.

the weights devices when all the terms
in the incident auto-correlation matrix
are binary 'l". In this image, the weight
strengths decrease from a maximum at
the bottom most device to a minimum

value at the 8th device, indicating the
gray scale signals being reflected off the
weights. The top 4 devices in the image
are at the maximum values.

The light from the weights was
focused onto a single detector, summing
the positive and negative weighted
signals. The beam was chopped,
allowing lock-in amplification to be
used and the signal was read by a PC and
thresholded.

Network Operation.

As a network with only one
output neuron, this network could be
trained to discriminate between two
input vectors. The threshold function at
the training phase of operation was
optimised, so that a value of $=0.02 volts

was used with typical measured signals
of 0.2 volts, and a weight capping value

Figure 2: Photograph of

(a) image reflected off input devices.

(b) calculated auto-correlation matrix.
(c) image reflected off weighted

interconnects demonstrating gray scale
operation.
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of 10 was used. The network was trained to discriminate between pairs of input vectors,
typically converging to a set of weights after 6 iterations of the weights. The vectors were
then subsquently presented to the network to monitor the recognition rate as the noise
content of the input vector was increased. Figure 4 shows a typical response curve
measured from the network as the noise content was increased to 50%, the recognition
rate decreasing as the noise content increases. The recognition rate decreased from 100%
recognition with 0% noise to approximately 40% recognition with 50% noise,
demonstrating the 'on line' learning capabilities of the network and its noise tolerance
in pattern recognition
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Figure 4 Recognition rate by network of trained pair with increasing noise at input.

Conclusion.

We have successfully implemented a second order neural network algorithm,
incorporating translation invariance, in an optical system in which asymmetric Fabry-
Perot modulator devices are employed as optical input devices and weighted
interconnects. This marks the first application of AFPM devices in an optical system.
The implementation allows for 'on-line' learning and shows good noise tolerance in
recognition.
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Content Addressable Networks are a family of neural networks designed for efficient
implementation in optoelectronics and VLSIL. Three CAN systems have been constructed for
pattern classification, employing the supervised, self-organized, and tutored algorithm
variations. The experimental systems use planes of parallel binary optical computations for
both learning and recall. Experimental results are presented to demonstrate the fault tolerance
of the supervised CAN algorithms. The supervised CAN network was able to learn around
optical errors resulting from noise, stuck pixels, and failing pixels, even when these errors
caused imperfect application of the learning algorithm.

One of the goals of Artificial Neural Network (ANN) implementations is the construction of highly
efficient computational systems. Many ANN models include significant computational requirements' naturally
expressed as highly parallel operations. However, the high precision computation and storage required by these
models limits fully parallel implementations. Practical fully parallel ANN systems require both high speed and high
density implementations.

The Content Addressable Network (CAN) family of ANNs overcome this limitation by reducing essential
network computation and storage complexity, allowing construction of efficient systems employing fine grain
parallelism. CAN networks incorporate a unique learning algorithm enabling development of networks based on
binary arrays and planes of Boolean operations. This reduction allows construction of ANNs with fully parallel,
high speed and high density components.

Three algorithms may be used to train CAN networks as pattern classifiers. The supervised algorithm
trains a CAN network to learn the classification mapping between input and target pattern pairs. The self-organized
model groups patterns within a user-defined lex ¢l of similarity. Finally, the tutored algorithm allows a teacher to aid
in defining pattern classes using ‘yes’ or ‘no’ responses.

The three CAN learning algorithms have been implemented on an experimental system. Two Liquid
Crystal Televisions (LCTVs) were used as Spatial Light Modulators (SLMs) for optical representation of the
network and data. The system performed optical computations using planes of binary operations, representing the
CAN operations for recall and supervised learning. The supervised CAN algorithm was also tested against vanious
optical errors as a demonstration of fault tolerance.

The supervised CAN learning algorithm® solves problems in a manner analogous to the popular
Backpropagation’ training algorithm. Both supervised CAN and Backpropagation may be used to adapt a multilayer
feedforward network to perform a specified classification mapping, and both perform corrections to arrays of
connection weights using an error reduction procedure. The key difference is that the CAN algorithm uses an
intrinsically binary learning procedure to adjust arrays of binary connection weights. Supervised CAN is not a
quantized version of Backpropagation, but a new method for learming on binary weights using the substantially
reduced computation complexity of binary operations.

The following summarizes the supervised CAN network and learning algorithm. A more detailed explanation
is available in Reference 2. An extension of the algorithm allowing leaming for multi-valued analog problems is
described in Reference 4. The implemented network consists of two feedforward mapping layers trained on binary
pattern vector pairs. The binary weight layers connect the input vector to the hidden vector, and the hidden to the
output. The hidden vector contains the network's internal representation, allowing a two-layer network to solve all
mapping problems®. The output vector is compared to the target vector from the training set. Differences between
the output and target are encoded in a binary error vector 8. This error vector is then used to make corrections to the
layers' weights and thresholds. After multiple presentations of the training set, the network converges to the desired
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mapping.

Since the network and the training set contain only discrete components, the network obtains exact solutions.
The CAN algorithm converges quickly, typically requiring far fewer presentations of the training set to reach zero
error than an equivalently sized Backpropagation network would take to reach a learning plateau. Also, since the
network only makes changes in response to error, overtraining is not possible.

Each CAN layer contains an array of binary connection weights, arranged into rows of neurons, or decision
units. Each row unit has a discrete threshold, with a range equal to the number of weights in the row. When an
input pattern is projected to the layer, the Hamming distance between the input pattern aud each row of weights is
computed using a summation of Exclusive-Or (@) operations. The distance for each row unit is compared to an
adaptive row threshold. If the summation equals or exceeds the threshold then the unit output is 1, otherwise it is 0.

Both the weights and the threshold are changed during learning. To briefly describe the learning procedure,
imagine a single decision unit with a particular connection weight W and input I. The unit makes a decision based
on whether the summation equals or exceeds the threshold. If the output O of the unit is in error, the balance
between summation and threshold is incorrect. A correction is made by changing the relative size of one of the
components to produce the correct balance. For a threshold, a correction means an increment or decrement;
corrected weights are complemented. A weight is eligible for correction when the following conditions are true:
The output of the unit is in error (3 = 1), and the connection contribution (W ® I) is the same as the output O. This
computation for whether a weight is eligible for correction may be done in parallel for all the weights in the whole
layer, and is performed optically in these implementations.

The self-organized CAN network classifies binary patterns based on Hamming distance. The user controls
the granularity of the classification by a tolerance parameter, analogous to the vigilance parameter of the ART 2
network®. A large tolerance, or low vigilance, allows wider variation between members of the same class.
Correspondingly, low tolerance results in greater numbers of tighter classes. Each class also has an individual
tolerance, allowing some classes to be more exclusive than others. For example, the tolerance could be based on the
number of 1 pixels in a pattern, allowing classes with few 1 pixels to draw tighter distinctions.

The self-organized CAN consists of a single CAN layer. Class templates are stored in a non-distributed
representation as rows in the layer. A query compares the input pattern with all class rows in parallel by computing
the Hamming distance for each class, and the output represents the number of matching rows. Wher there are no
matches, the thresholds are decremented toward the user defined tolerance parameter. When a single output match
occurs, the query pattern is a member of the matched class. Otherwise, a new class is formed based on the query
pattern. The thresholds are reset for the next query.

The tutored CAN network performs teacher directed self-organization. The network classifies binary
patterns based on Hamming distance from stored class templates. This default classification may be modified by the
‘yes’ or ‘no’ responses from the teacher. ‘Yes’ responses allow the network to perform in a self-organizing manner,
while ‘no’ responses direct the network to make successive attempts to associate the query pattern. Each ‘no’
response requires the network to provide its next best match until a correct (‘yes’) match occurs. The query pattem
is then committed to the correct class.

The tutored CAN consists of two CAN layers, one for templates and one for template/class association.
The first layer operates similarly to self-organized CAN, allowing a user-defined tolerance for the network and also
for each class template. The first layer is augmented by an enable vector, which is used to suppress rejected
matching templates. The second layer then directs a class template to its corresponding class member. This allows
classes to have multiple templates

The three CAN algorithms have been implemented on common hardware. A single CAN layer was
constructed from two LCTV SLMs between crossed polarizers, a detector array, and electronic control circuitry.
The CAN layer was used consecutively as layers 1 and 2 for the supervised and tutored algorithms.

The optical system computed parallel arrays of the Boolean operations Exclusive-Or and AND. The
computations were performed using polarization rotation. The Exclusive-Or was performed by rotating incoherent
vertically polarized light 0 ° or 90° based on the SLM pixel values. AND was performed using 60° rotation. The
data pixels were dual-rail encoded to compensate limitations of the LCTV internal control circuitry. All optical
computations were fully parallel on arrays of pixel data.

The electronics consisted of an IBM AT with 2 image boards, a vidicon camera, and external video support
circuitry. Electronics were used for detection, thresholding, summation, and sequencing. The speed of the network
was limited by the PC bus’s slow updates to the image boards. One board handled detector input, the other encoded
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both LCTV outputs. A previous implementation of the supervised CAN algorithm is reported in References 7 and 8.

Several two layer supervised CAN networks were trained using the experimental system. Two networks
sizes were used, one with 25 decision units per layer, and one with 10 decision units per layer. Optical computations
were performed for all the recall and learning operations for weights. (Because of limitations of the LCTV circuitry,
the AND function was performed electronically for the 25 unit network, and optically for the 10 unit network.)
Summation and threshold operations were performed electronically.

The 25 decision unit per layer network was trained to learn 2 pattern pairs in 22 presentations of the
training set. The network is capable of learning up to 25 pattern pairs, but the speed of the PC portion of the
network prevented longer training sessions. The system also learned the pattern set in the same number of
presentations in the presence of a small amount of optical noise which produced approximately 1 error every 3
passes.

The 10 decision unit per layer network was also trained to learn 2 patterns. The network was trained with
and without 3 blocked and 2 damaged pixels of 100 total. The network leamed in 10 passes without obstruction,
and in 28, 20 and 8 passes with the obstructions. The different number of passes is an indication of the inconsistency
of the damaged pixels. In a different trial, when optical power was cut off temporarily during training, the system
was able to recover and leamn after optical power was restored.

The intentional errors introduced during optical computation affect both network recall and leaming.
Errors in computations for one layer are passed to the next during the recall and correction operations. The system
is still tolerant under the supervised CAN training algorithm, even when optical faults cause imperfect network
updates.

The experimental setup was re-used for the self-organized network. The system involved a single CAN
layer with 25 decision units. The network was trained on 20 patterns, representing the first letters of the alphabet in
the 5x5 font used for training the ART 2 network®. The network was trained at two vigilance/tolerance levels (0.4/8
and 0.6/5) producing class groupings of 4 and 10 classes, with average maximum Hamming distances per class of
7.0 and 1.8. For sake of comparison, the given ART 2 classifications (vigilance 0.5 and 0.8) produced groupings of
4 and 9 classes, with average maximum Hamming distances: per class of 10.8 and 4.3. From the standpoint of
maximum Hamming distance per class, the self-organizing CAN network produces more effective groupings.

The experimental system was also used for the tutored network. Two CAN layers with 25 decision units
cach were trained on the same font, this time including all 26 letters. When the system was allowed to classify along
purely self-organizing principles (only ‘yes’ responses) the results were identical to the self-organized system. The
system was also trained using both ‘yes’ and ‘no’ to divide the alphabet into 3 groups based on pronunciation
groupings (vowel, hard or soft consonant), which are not related to the patterns’ image.

The Content Addressable Network learning algorithms allow construction of classification networks by
significant reduction of component complexity. Three members of the CAN algorithm family were implemented on
common optoclectronic hardware, employing planes of parallel binary computations. The experimental supervised
CAN algorithm used optical computations for both recall and learning, as well as demonstrated fault tolerance to
optical errors from noise and damaged pixels. The self-organized CAN algorithm performed pattern classifications
which compare favorably to the ART 2 network, and the tutored CAN system demonstrated optoelectronic operation
of a new type of network. These implementations demonstrate the advantages of the highly parallel, binary based
CAN algorithms in terms of reduced implementation complexity and intrinsic fault tolerance.
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Random Interconnections with Ground Glass
for Optical TAG Neural Networks
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Taejon 305-701
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1. Introduction

After the first optical implemendation of the 1-dimensional Hopficld model had been reported [1), exien-
sive rescarches have been conducted for 2-dimensional input/out pauerns.[2,3] Page-oriented holograms (4] may
achieve fairly large fixed interconnections, while volume holograms [S] or lenslet arrays with spatial light modu-
lators (SLMs) {6] achicve adaptive interconncctions. However the volume hologram still requires further
researches, especially on fixing and copying, and SLM resolution is major limiting factor for large scale imple-
mentation for the latter. Recently we had developed an adaptive neural network architecture, TAG (Training by
Adaptive Gain), which utilizes fixed global intcrconnections and adaptive local gains.[7,8] Performance with
both random and pre-trained intcrconncctions were investigated. In the previous papers we had used page-
oriented holograms for the fixed interconncctions. In this paper we show possibility of using ground glass for
random interconnections with much higher diffraction efficicncy and interconnection density, and report small-
scale optical implementation of a classifying ncural network.

2. TAG Neural Network Architecture
Let’s consider a single-layer neural network with NxN input ncurons and M xM output neurons. For
fully-connected adaptive ncural networks onc has M2N? adaptive elements. In our original TAG model the
interconnections are composed of NM? global fixed interconnections and N2+M 2 local adaptive gain-controls.
{7] For the modified TAG modcl the local adaptive interconncctions were increased to oo (N2+M?2) for much
better performance, where o denotes local conncctivity. Fig.l shows this architecture in a simple form. In
mathematical notations output y,, is represented as

Yy =S50y, Vi = X Tiuwuia 1
kd

where x,; and y; denote activations of klth input ncuron and ijth output neuron, respectively. The v;; Ty wy
denotes interconnections between x,, and y,,, which consists of fixcd global interconnection (7, ) and adaptive
local gain-control (wy, and v,,). Here double indices are used for neurons to clarify 2-dimensional nature of the
input/output patterns. S(.) is a Sigmoid function.

We have adopted gradicnt-descent lcast-squarc-error minimization algorithm for the adaptive learning.
The total crror £ is defined as

EPMALS @)

where s is an index over classes (input-output pairs), y is the actual state of an output neuron, and ¢ is its
desired state. The partial derivatives may be obtained by chain ruic as

—_ Z 85‘ ol (3)

and

JE
vy

= Z“Yuxu T @)

where 3% and ¥j; arc output and input crrors, respectively, and defined as
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8 = (v~ 1) SG). )
Ykl z&/vl/ z//wkl . (6)

It is worth noting that the input error Y and may be calculated by back-propagation of output error, 8. This
error back-propagation allows us 10 cxtend this model to general multi-layer architectures.

The fixed interconnections may be randomly generated, or obtained from any learning algorithm for stan-
dard input/output patterns. For the former only one random interconnection hardware may be used for a wide
variety of applications, which paves a way 10 practical implementations. For the latter the local gains may be
trained to adapt to a specific user. Performance per adaptive elements of this TAG model is regarded as better
than that of perceptron.[7]

3. Ground Glass for Random Interconnections

In globally connccted single-layer neural networks such as perceptron and Hopfield model, SLM resolution
directly limits achievablce input neuron numbers multiplied by output neuron numbers. In our TAG model only
sum of input neuron and output neuron numbers are limited by SLM resolution. However there still exists a
problem for large-scale implementation of fixed global interconnections. The page-oriented holograms used in
Ref. [8] show limited diffraction efficicncy and require high-precision cquipments for very high-density intercon-
nections.

ADAPTIVE LOCAL ADAPTIVE LOCAL
GAIN-CONTROLS GAIN-CONTROLS
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Fig.1 TAG neural network architecture Fig.2 Diffraction indensity pattern of a pencil beam
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Fig.3 Corrclation between dilfracted patierns Fig.4 Sctup for clectro-optic implementation of TAG model
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We found cheap ground glass could provide high-density random interconnections with high diffraction
efficiency. In Fig.2 diffracted light intensitics of a pencil laser beam from the ground glass is plotted to show
irregular intensity pattern. To make sure random interconnections, in Fig. 3, corrclations between intensity pat-
terns diffracted from different ground glass points are shown as functions of distances between points. The high
pcak at the center represents auto-correlation, and all other cross-correlations are much smaller than the auto-
correlation. Both figures clearly show random characteristics of the diffractive interconnections with ground
glass.

Activations of output nodel

0 'v'r*rm

1 1" 21 31 41 51

Learning Epoch Learning Epoch

Fig.5 Error vs. learning cpoch (a)

0.5

Activations of output node2
Activations of output node3

-05 - QM i
-1.0 | . Mﬂ*wh&

Learning Epoch Learning Epoch

(b) ©)

Fig.6 Activations of thc output ncurons during learning. (a) the Ist neuron; (b) the 2nd ncuron; (c) the 3rd
ncuron

4. Optical Implementation

Fig. 4 shows schematic illustration of clectro-optical implementation of the single-layer TAG model. For
simplicity only the forward signal path was actually implemented by optics here. The local gain-controls wy
arc combined with input x,;, and displayed at a cathode ray tube (CRT) with grey levels. A Liquid Crystal Light
Valve (LCLV), with its detector side facing the CRT and a uniform collimated laser beam illuminating its mir-
ror side, generates a 2-dimensional pattemn corresponding 10wy x,,. The ground glass diffracts with random
diffraction patterns, and the diffracted lights are collected by a carge coupled device (CCD) camera. The output
gain-controls v,; arc implemented by a personal computer (PC). The crror back-propagation and gain
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adjustments are also implemented by the PC.  However, due to its scalar nature of gradient calculations in Egs.
(3) and (4), the PC may be casily substituted by 2-dimensional arrays of smart pixels consisting of photodiodes
and clectronic circuits. It is worthy noting that neither lens nor hologram is used in this module. The simplicity
of this architecture with ground glass is a big advantage over existing architcctures using volume hologram,
lenslet array with SLMs, or page-oriented holograms. For multi-layer TAG one need cascade this module.

In the experiment we chose a simple optical system 1o classily three Sx6 number patterns, ie. "0", "1",
and “2". Thercfore only 5x6 input neurons and 3 output ncurons are required. In practice, to simulate bipolar
synapses, difference between two output ncuron values are used.

In Fig.5 total output crror, defined in Eq.(2), is shown as a function of learning epoch.  Activations of 2
output neurons are also plotied as functions of learning epoch in Fig.6. Both figures show adaptive learning
capability of the TAG model with ground glass.

5. Conclusion

In this paper wc have demonstraied feasibility of large-scale electro-optic implementation with TAG
neural network architecture and ground glass.  Although more investigations are due for practical and optimal
sclection of ground glass particle size, this optical architccture is much more simpler than existing architectures.
Provided 2-dimensional arrays of photodiodes and clectronic circuits were available, this TAG with ground glass
may come up with compact solid electo-optic artifical neural networks devices for classifying large amount of
high resolution pattems.

Acknowledgement: This rescarch was supporied by Korea Science and Engineering Foundation,
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Optical Processing in Photorefractive Crystals
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We describe the use of photorefractive crystals in several rf signal processing
applications where the unique capability of dynamic holography operating in conjunction
with acousto-optic devices provides effective processing systems.
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Introduction

Large adaptive, two dimensional phased-array radar
antennas can consist of thousands of antenna elements,
have GHz bandwidths, and must be able to steer and
adapt the antenna beam rapidly in a dynamic signal
environment. This represents an extremely demanding
signal processing task. For example, broad band
processing of a 10,000 element array, with 100 time
delay samples each, at GHz rates can require 1013
multiplies per second. The calculation and updating of
the adaptive, complex weights is well suited to three-
dimensional optical processing techniques where two of
these dimensions are used to represent the two
dimensional topology of the radar array, and the
temporal variation of the signals constitutes the third
dimension. We are developing a class of optical phased-
array radar processors which use three-dimensional
volume holograms in photorefractive crystals to time-
integrate the adaptive weights to perform beam-steering
and jammer-cancellation signal processing tasks[1,2].
These processors use relatively simple components
requiring only a single photorefractive crystal, two
single-channel high-speed detectors, and one or two
single channel acoustooptic Bragg cells. The bandwidth
capabilities of these components approach a GHz.
allowing the processing of wide-band phased-array
signals. The required number of processor components
is independent of the number of elements in the phased-
array. Thus in contrast to traditional electronic or
acousto-optic approaches(3,4]. the hardware complexity
of the processor does not scale in proportion to the size
of the array.

In this paper we describe an adaptive, null-steering
phased-array optical processor that computes the angles
of arrival of multiple interfering radar jammers and
extinguishes them. The only information we assume a
priori is that the desired signal is broad band and the
jammers are narrowband. The jammer suppression
dynamics have been theoretically modeled and
experimentally verified.

The phased-array-radar jammer-nulling system is
depicted in figure 1. The radar signals are coherently
converted to the optical domain and imaged onto a
photorefractive crystal (PRC). The signal which passes
undiffracted through the crystal is heterodyne detected,
delayed and passed to the output of the processor. A
portion of the output is fed back to the acoustooptic

Bragg cell to write gratings in the PRC. The gratings in
the PRC diffract some of the signal incident from the
phased array onto a second detector. This signal is
heterodyne detected and subtracted from the undiffracted
signal. A strong narrow-band jammer signal incident on
the system will be correlated with the delayed version of
itself in the feedback Bragg cell and hence produce a
stationary interference pattern on the photorefractive
crystal. The time integrating photorefractive crystal
builds up gratings proportional to this stationary
interference pattern. As the grating builds up, a portion
of the incident light is diffracted off of the grating,
producing a jammer estimate which is electronically
subtracted from the undiffracted signal. This reduces the
jammer content in the feedback Bragg cell making the
grating build up more slowly. The grating continues to
build up, reducing the jammer content in the output,
until at steady state the residual jammer content in the
output has been reduced by the reciprocal net gain
around the feedback loop. In contrast, wideband signals
are de-correlated after the feedback delay so do not write
gratings, and hence are not nulled by the system. In
addition, angularly resolvable inputs are Bragg
mismatched so are not affected by the gratings due to
other inputs.

Processor Feedback Dynamics.

A study of the feedback dynamics of the processor
yields useful predictions regarding both the temporal
behavior and steady-state values of jammer suppression.
Such an analysis provides information on how the
dynamic convergence depends on the relative phases and
amplitudes of the optical signals, as well as on the
electrical gains and delays. The analysis establishes the
expected depth of nulls, and reveals the range of
frequencies, determined by the resulting phase
relationships, that result in effective jammer nulling.
The analysis includes the effects of phase relationships
between optical input and reference signals, and phase
shifts due to electrical and acoustic delays. This is done
by analyzing the dynamics of the complex variable G,
the grating strength in the PRC. A subsequent
transformation of the rate equations to equations
describing the normalized jammer excision ratio, E,
which is proportional to the residual jammer content in
the system output, provides a transparent description of
both the dynamic and steady state behavior.
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Figurel. Photorefractive phased array radar processor and fiber remoted input.

A schematic of the processor feedback system is
shown in figure 1. The input to the processor uses
point electrooptic phase modulators, one for each
element of the phased-array, to convert the RF signals
into the optical domain[5]. The light from the phase
modulators is transmitted to the processor through a
fiber optic feed network and imaged onto the
photorefractive crystal. The signal A= A, e'” in the
figure represents the optically modulated phased array
radar signal due to a plane wave jammer at frequency
w/2n. The component of A which is diffracted by the
Bragg matched grating, G, in the PRC is detected at
detector 1 and the transmitted component by detector 2
with heterodyne references Re'*®and R,e"®
respectively, resulting in signals e; and e, given by

()= |GA0ei°" +R e "R

e ()= |A0e"‘" +R,e'*n
where R is the detector responsivity.

The signal e; is amplified by the factor g and
subtracted from a delayed version of e;. This is the RF
input into the Bragg cell. The optical feedback signal,
now with an additional acoustic delay G, is diffracted
into the +1 order of the Bragg cell, and is given by

B(r) = ACNRR,e e ")(1- g(R, /R, )Ge” )(2)
where h is the small-signal acoustooptic diffraction
efficiency, § = ¢z, — ¢ — W0, — WG, is the phase at
detector 1, p = @, — @5, — WO, is the phase at detector

' (1)

2, v is the acoustic velocity and C is the input
illumination amplitude of the Bragg cell. The PRC
responds to intensity, which at the crystal is given by
A+ Bf*. The spatially periodic portion of the optical
intensity writes the photorefractive grating. The grating
decays in proportion to the existing grating and the
average intensity. Thus, the temporal response of the
complex grating G is given by

F£G=—ofAl +|B7)G+5(a'B) ()

where a and b are the erasure and writing sensitivities
of the PRC. Making the substitutions

a=1/(lclk2n29t2)v q=s—p=9¢C —pp + 0.
b=gRiB[(aCly,nR), E=1-gGe” R [R,.
V= t(al Wl mnz%z) equation (3) becomes

5%E=(a+|EPY1-E)-be'E @

where the dimensionless (in general complex) variable
E, is proportional to the normalized residual jammer
content in the feedback signal. Note that at the onset of
a jammer, E is equal to 1, and proper operation of the
processor drives E to a small value. We have obtained
numeric results for equation (4), and analytic solutions
for a linearized version of (4). Near convergence, i.e. for
small E, the linearized version yields an analytic
expression for the steady state jammer suppression, Eq,
and gives a decay time constant.
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Figure 2. Plot of numeric solution of equation (4), jammer suppression vs. time for g = Op, .1p, 2p, .3p, 4p.
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Figure 3. Plot of numeric solution of equation (4) showing Re[E] versus Im[E] parameterized in time,superimposed
over vector field plot of the velocity from equation (4), for g = 0, p/6, p/3.

E, =a/b(1+2 a/bcos(q))”2 =afb

- (5)
T~ =a+bcos(q)

Equation (5) is valid for —x/2<q<x/2 and small
a/b (large feedback gain). The feed back phase ¢ has a
linear frequency dependence due to the turn-on acoustic
transit delay in the Bragg cell, o,. The finite range q
for which we have convergence limits the system
bandwidth, B, to ha!f this reciprocal delay,
B<1/(20,).

Figure 2 plots the numeric solution of the full
nonlinear expression of E(t’) given by (4) fora=1,b=
10 and parameterized in g from O to p/2 in steps of
p/10. The first four solutions converge rapidly, while
the convergence at ¢ =0.4p is slightly slowed.

Additional insight into the temporal dynamics of E(t")
is obtained by plotting the complex E(t’) parameterized
in ¢’, superimposed on a vector field plot of the velocity
from (4) for increasing values of g as shown in figare 3.
The convergent behavior for q up to p/2 is evident.

Note that for g = 0, E is purely real, thus, E travels
only along the real axis.

Thus, it is clear that the value of g, i.e. the relative
phase relationship between j., jgr; and the phase due to
the acoustic delay ws,, has a significant effect on both
the temporal response and the absolute value of jammer
suppression. For effective jammer suppression, a ¢
value in the range of -p/2 < ¢ < p/2 is necessary,
however as shown in the small a/b limit the jammer
suppression is independent of g. In addition the
frequency dependent phase term ws, requires that s, be
reduced for broad band operation.

Experimental Results

We have constructed the system described above using
an optical simulator for the phased-array radar input.
The simulator for a far field jammer consists of an
acoustooptic modulator at the back focus of a lens.
Light from the modulator is collimated and sampled by
a Ronchi ruling to simulate the fiber apertures in the
fiber remoting system. The system uses two large-area
high-speed detectors, a large time-bandwidth Bragg cell
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lgure 5. Spectrum analyzer trace with feedback off (left), and on (right), showing 35 dB of mér sppression.

E-3 .3 1 :(sec) 1.8

The scale is 10 MHz per division horizontal, 10 dB per division vertical.

in the feedback loop, an electronic phase shifter in the
feed back path to set the operating phase, and a BaTiO3
photorefractive crystal as the volume holographic
storage media. The system operates between 50 MHz
and 100 MHz with an instantaneous bandwidth of 1
MHz limited by the acoustic delay from the transducer
to the optical beam.

The output of the processor is mixed down
electrically with both in-phase and quadrature reference
signal taken from the jammer input. This allows the
measurement of the complex excision, E. Figure 4
shows the experimental measurements of E from turn-
on of the jammer. Figure 4a shows the motion of E in
the complex plane corresponding to the theoretical plot
of Figure 3, and Figure 4b shows the decay of the
magnitude of E. The processor output is also fed to a
spectrum analyzer where the magnitude of the jammer
excision is measured. Figure 5 shows -35 decibels of
excision obtained using large feedback gain.

Conclusion

We have derived expressions for the dynamics and
steady state suppression of the phased-array-radar
processor for the case of a single strong jammer. The
system has a high suppression ratio, and a fast
convergence for a wide range of the feedback phase, and

hence a large bandwidth. We have presented
experimental verification of the system behavior
showing agreement with the theoretical model and
showing jammer suppression as high as -35 dB.
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We have designed and built an a~ousto-optic (AQ) correlator system that is used as a matched filter processor
integraicd into a digital signal processing system, and have analyzed parametrically the efficiency of correlating a
continuous time series waveform. Acousto-optic technology has the potential to provide a 100- to 1000-fold
improvement in matched-filter processing power over the fastest digital systems with significantly lower volume
and power requirements. The optical engine in our system has the potential to provide the equivalent of
8-10 GFLOPS of processing power. With its current electronic interface package, less than one percent of the
optical potential is harnessed. Nevertheless, it performed 20 to 70 times faster than a VAX 6410 using a vector
processor and an optimized FFT correlation routine. Thus, it has the potential to run several thousand times faster
than the VAX. The optical system and electronic interface occupy 1.5 ft> and consume approximately 200 W of
power. This yields a potential system figure of merit of 27-33 GFLOPS/ft3/kW. Two-dimensional optical
techniques have the potential to enhance the computation rate by a factor of 25 to 100, and improved electronics
and packaging can further improve the figure of merit. Integrating such a powerful computational engine into a
digital signal processing system is a significant challenge due primarily to the large input and output data
bandwidths, but also to the necessary conversions between the analog and digital domains.

The optical portion of our AO correlator system is controlled by a set of interface electronics. The electronics
package contains buffer memory, digital-to-analog converters (DAC's) and amplifiers to generate the waveforms. a
system controller to set up and supervise the hardware and communicate with the host, and an analog-to-digital
converter to digitize the correlation functions. The system is described in more detail in Ref. 1.

The basic optical correlation operation is shown in Fig. 1 where two reference waveforms are shown
propagating to the right and two receive waveforms propagate to the left. In our system, these waveforms
propagate through acousto-optic cells that are illuminated by an optical beam. When the reference waveform
overlaps the receive waveform inside the optical aperture (represcnted by the duration T, ), the light diffracted by

the signals in the AO cells effects a multiplication of the reference and receive waveforms. A lens then integrates
the multiplied signals onto a photodetector where the correlation signal is detected. For more details, see Ref. 2.
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Fig 1.Optical correlation timing sequence.
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We can use Fig. 1 to derive a measure of how efficiently we are using the optical processor. Since the
correlation signal is valid only when the reference waveform overlaps the receive waveform inside the optical
aperture, and since the waveforms are counter propagating, the duration of the correlation signal is
Teor = 3 (Taey = Trar)» as shown in the figure. The time between correlations, i.e., the correlation period, is

indicated by Tppr = Ty + Ty, Where Ty, represents any overhead time. One can also see from the figure that.
for a single correlation segment, the longest possible receive waveform satisfies Tqry = 27, — Tpee. Our system
uses digital waveforms that are converted to analog values at a rate f;,, = 80 MHz, and has an optical aperturc
T, = 44 ps. Because of the counter propagation, the correlation signal must be digitized at arate 2 /.. We

define the average computation rate as the ratio of the number of correlation samples produced to the correlation
period.

S = 2ferxTeor =/ Trev = Trer ) a0
wg Trer Tacv +Town

For a given value of T, this has its peak value when the overhead is zero and the longest receive waveform is
used,

T,,-T,
max =2 04 REF ) )
favg fCLK ZTOA _TREF

We define the efficiency 7 as the ratio of the average computation rate to the pcak computation rate,

Save
Sog:

The efficiency parameter of Eq. (3) provides a measure of the effect of overhead on processor performance.
The overhead time depends on the hardware setup time, on the time required to transfer data to or from the host
during a correlation period, and on the amount of code that must be executed by the system controller between each
correlation period. The correlator supports three subroutines that perform correlations. The first is a diagnostic
routine that continously correlates a test waveform against a zero-padded copy of the waveform, i.e., it
autocorrelates the test waveform. The second subroutine cross-correlates a receive waveform against a user-
specified number of references. It digitizes and stores the correlation functions, and, if requested, it will return the
digitized correlation functions to the host. The third subroutine compares correlation functions with threshold
functions and reports any detections (threshold crossings) to the host.

}7:

The diagnostic correlation subroutine contains a small amount of code that performs a simple computation,
sets up the various hardware registers and counters, initiates the correlation, and then waits for the end of
correlation signal before beginning again. The subroutine correlates a 2048 sample waveform against a simulated
receive waveform consisting of 2048 zeroes, concatenated with a copy of the waveform, concatenated with enough
zerocs to make the receive waveform as long as possible. Thus, the receive waveform effectively contains 4992
samples. Under these conditions, the observed correlation period was Ty, = 189 psec, which implies an overhead

time of 127 psec. The resulting values for Eqgs. (1), (2), and (3) are shown in Table 1. The efficiency of 33 percent
indicates the necessity for asynchronous software, i.e., software that executes during the correlation to set up the
registers. Even with asynchronous operation, the software must be executed in half the time if the overhead time is
to approach zero. In practical terms, this means the code must be written more efficiently and the digital proccssor
in the system controller must be replaced with a faster one.

Measurements made on the other two corrclation subroutines indicate that they are operating at a bit less than
one percent efficiency. This efficiency refers to the time between consecutive correlations; it does not include the
time required to transfer data to the host. If it did, the efficiency would drop by factors of approximately 2 to 10,
depending upon whether the host was a VAX 6000 or an IBM PC.
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Table 1. Performance of the continuous correlation (diagnostic) subroutine.

Toer =256 usec (2048 samples)
Conditions: Tacy =624 usec (4992 samples)
Topr =189 usec
Avg. no. correlation samples/sec, Eq. (1) Jovg 156 x 10° smp/s
Max. avg. no. correlation samples/sec, fa"': 472 x 10° smp/s
Eq. (2)
Efficiency, Eq. (3) n 0.33

We can also define further measures of performance. The raw computation rate is the rate at which
multiplications are done to produce one correlation function sample. Since the number of multiplications done to
produce one correlation function sample is the number of replica samples N .-, the raw rate is given by

NREF 2
raw = =2 [0, T, )
/, 12 f o) cLk L ReF

We have shown elsewhere [1] that the required digital processing power (floating point operations per sccond)
to equal the optical correlator operating in its most efficient mode is given by

(l_ TREF) Nopl(lOgZ Nopl +%)
(2_TREF) (Nopl-NREF)

effic  _
Ffl_O‘;?S =4 fcx ) &)

where 7pp =Topp /Ty, and N, is the optimum size [3] for the FFT algorithm used to perform the correlation.

The results of Eqgs. (2), (4), and (5) are shown for a few values of reference waveform duration in Table 2. The raw
computation rate is typically several hundred billion multiplications per second. This yields a maximum average
computation rate of fifty million correlation samples per second, which would require at least 2 GFLOPS in a
digital processor. A practical rule of thumb for a digital system is that this number must be increased by a factor of
four or five to overcome the inefficiencies that inevitably appear in a digital system.

When connected to a VAX computer, the user has the option of linking the application code to a library of
emulation subroutines. These are subroutines that emulate the functions of the optical correlator in software. Two
versions of the emulator library are available: a version that uses the standard VAX scalar processor, and a version
that uses the VAX vector processor (if it is available on the user's VAX). Since these subroutines execute directly
on the VAX, they have no /O overhead associated with transferring data over the parallel interface to and from the
optical correlator (although there may be I/O overhead associated with virtual memory). Since the emulator
subroutines are functionally identical to the optical correlator subroutines, the user can use them to make various
comparisons between the digital (emulator) correlator and the optical correlator.

In one set of tests, we compared the performance of three equivalent correlators: the optical correlator
connected to the VAX, an FFT correlator using the VAX vector processor, and an FFT correlator using the normal
VAX scalar processor. The VAX was a VAXVector 6410, that is, a VAX 6410 with an FV64A vector processor
installed. Data communication with the correlator was via a 16-bit DRB32W parallel /O port. The same code ran
in each test, except that subroutine calls to the optical correlator were replaced by calls to emulation subroutines for
the other two correlators. The same data sets were run on all three correlators. The results are shown in Tables 3
and 4. These tables list the cpu time charged to the digitize subroutine for each correlator and compare these times
in two ways: Table 3 compares the cpu time for the vector and scalar correlators with the optical correlator;

Table 4 compares the times as a function of the number of correlations performed per subroutine call. The

uncertainties in Table 3 indicate one standard deviation: they are due primarily to activity from other processes on
the VAX (running VMS). In Table 3, as the number of correlations increascs, the time ratios approach steady statc
values. We can take these ratios as measures of the performance improvement available with the optical correlator.
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The Ratio columns in Table 4 show that, as one might expect, the processing times for the scalar and vector
correlators scale approximately linearly with the number of correlations. This is not the case with the optical
correlator, however. Since the actual correlation time is negligible, the increase in time is due almost entirely to

data transfer time and the execution time for the control software.

This work was sponsored by the Office of Naval Technology and the Office of Naval Research.

Table 2. Computation rates ( /-, =80 MHz).

Togr /oy (10° mul/s) S (10° smpls) | frDes? (10° FLOPS)
0 0 80.0 247
0.1 56.3 75.8 234
0.25 141 68.6 212
033 186 64.2 1.98
0.5 282 533 1.65
0.67 377 39.7 1.22
0.75 422 320 0.987
1.0 563 0 0
N per =1024 and N, =8192.
Table 3. Comparison of optical, vector, and scalar correlators.
No. Correls. | 1,,, (ms) Yecior (MS) | tyecior ' top: | scatar (MS) | tscatar / tope
1 1849 320423 18 991£18 55
2 1948 714140 38 2021139 106
4 2619 1415443 54 42321119 163
6 3210 2136156 67 62741185 196
8 41112 2767460 67 82941198 202

Table 4. How the optical, vector, and scalar correlators scale with number of correlations.

Edition (Marcel Dekker, to be published).

Trans. Audio and Electroacoustics AU-18, 439-441 (Dec. 1970).

No. Correls. Iop (MS) Ratio Lyector (MS) Ratio Lo otor (MS) Ratio
1 18 1 320 1 991 1
2 19 1.06 714 22 2021 2.04
4 26 14 1415 44 4232 43
6 32 1.8 2136 6.7 6274 6.3
8 41 23 2767 8.6 8294 84
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Matrix-matrix multiplication is an important operation in many computational and processing ap-
plications including correlation, convolution, Fourier transform of temporal signals and 2-dimensional
images. In addition, a large number of signal and image processing algorithms can be expressed in terms
of matrix operations. Direct matrix-matrix multiplication is often avoided in electronic computers because
it is an O(N3) (where N x N is the number of elements in each matrix) operation which requires a long
computation time for serial machines. Optical computing offers the advantages of parallelism and large
capacity. Such capabilities have been successfully demonstrated in parallel vector-matrix multiplication®.
Although matrix-matrix multiplication can be performed as an extension of vector-matrix multiplication’
with color multiplexing or time multiplexing, these schemes are complicated by dispersion or time delay.
Recently, nonlinear optical techniques have been employed in the parallel matrix-matrix multiplication?3,
These techniques require complicated alignment and suffer from severe energy loss. In this paper, we
propose and demonstrate a new method which utilizes grating degeneracy* in photorefractive media in
conjunction with an incoherent laser array to implement parallel optical matrix-matrix multiplication.
Specifically, multiplications are implemented by photo-induced index gratings whose amplitudes are de-
termined by the interference between coherent beams, while summations are implemented by grating
degeneracy. Such a matrix-matrix multiplier is capable of handling large matrices such as those with
1000 x 1000 elements.

Fig. 1 shows the schematic diagram which describes the principle of operation of the matrix-matrix
multiplication. Both matrix A (N x N) and matrix B (N x N) are placed at the front focal plane of lens
Ly. At the rear focal plane of lens L,, a volume holographic medium such as a photorefractive crystal is
inserted to record the multiplication of the two matrices. The recorded information is read out by a set
of reading beams which consists of N diagonally aligned point sources placed at the front focal plane of
lens Ly. Notice that the recording beams are propagating from left to right while the reading beams are
propagating from right to left. The holographic medium is also located at the rear focal plane of lens L.
The diffracted readout beams are directed by a beamsplitter to the output plane which is located at the
focal plane of lens L.
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Fig.1 Schematic diagram for matrix-matrix multiplication.

The matrix elements are arranged in the following order, as shown in Fig. 2(a). In the region of
matrix A, each line along the y-direction represents a row of matrix A. In the region of matrix B, each
line along the y-direction represents a column of matrix B. To realize matrix-matrix multiplication, the
illumination of the matrices A and B is chosen so that all pixels within each line along the z-direction are
mutually coherent while pixels with different y values at the input plane are mutually incoherent. During
the recording, gratings are formed according to AijB;k- There are N? gratings formed within each line
along the z-direction and the total number of gratings is N3. Within these N3 gratings, there are only
N? different grating wave vectors, i.e., there are N degenerate gratings for each grating wave vector. The
corresponding degeneracy condition is shown in Fig. 2(b) in the normal surface representation. As an
example, the index grating representing the four terms in Fig. 2 is

1 —1K.
An o _I;Re‘(AllBI‘ti + A1pB3, + A13B3, + AuBj,)e K7, 1

where Iy is the total averaged intensity and K is the common grating wave vector. When this index
grating is read out, the diffracted beam amplitude is proportional to the grating amplitude which is
exactly the matrix element Cy4 = Z;= 1 A1jBjy. In the above derivation, we have used the weak grating
approximation and neglected gratings with small grating wave vectors.

During the readout, all elements of matrix C can be read out in parallel by usirg N point sources
that are diagonally aligned at the reading plane, as shown in Figs. 1 and 3. Each of the reading points
reads out N nondegenerate gratings, giving N diffracted points in a line along the z-direction at the
output plane. The N x N elements of matrix C are represented by the N? set of nondegenerate index
gratings.

The method described above has been implemented experimentally. Experimental results are in
excellent agreement with the theoretical predictions. For example, the experimental results for the
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Fig.2 Arrangement for elements during recording. (a) At the input plane, pixels with the same
shading are coherent and those with different shadings are mutually incoherent. (b) Degen-
erate gratings shown in the momentum space (normal surface).

following matrix-matrix multiplication

1 010 0101 0 2 0 2
1100 1 010 1 111
X = (2)
1 011 0101 0 3 03
0100 010 1 1 010

are given by
0 20 0 21

09 09 10 10

3
0 30 0 30

10 0 10 O

To our knowledge, this is the best experimental results ever reported on optical matrix-matrix multipli-
cation.

The capacity of such an optical system is determined by the thickness of the crystal, wavelength of
the laser, spot size of pixels, and the numerical aperture. With proper alignment, such an optical system
is capable of handling large matrices, for example matrices with 1000 x 1000 elements. For a crystal of
thicknuss L = 0.5¢m, wavelength A = 0.5um, the angular separation between pixels (in the z-direction)
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Fig.3 Arrangement for elements during readout. The N reading points are diagonally aligned at
the reading plane. Diffraction occurs among pixels with the same shading.

can be as small as® 60 = A/L = 10™4. Thus 1000 pixels can be placed within a numerical aperture of
0.1 which satisfies the paraxial condition. In addition, to better utilize the degeneracy condition, the
y-separation between incoherent lines can be chosen as small as allowed by the diffraction limit. In this
case, the pixels may have unequal horizontal and vertical separations.

In conclusion, we have proposed and demonstrated a novel method of matrix-matrix multiplication
using grating degeneracy in photorefractive media in conjunction with incoherent laser source arrays®.
The experimental results are in excellent agreement with the theoretical predictions. Such a matrix-
matrix multiplier, with its large capacity and parallelism, can potentially be used in optical computing,

photonic switching and optical neural networks.
Pochi Yeh and Scott Campbell acknowledge support from the Air Force Office of Scientific Research.
* Pochi Yeh is also a Principal Technical Adviser at Rockwell International Science Center.
1. J. W. Goodman, A. R. Dias, and L. M. Woody, Opt. Lett. 2, 1 (1978).

. J. Hong and P. Yeh, Opt. Lett. 16, 1343(1991).

3. P. Yeh, A. E. Chiou, J. Hong, P. Beckwith, T. Chang, and M. Khoshnevisan, Opt. Eng. 28,
328(1989).

. H. Lee, X.-G. Gu and D. Psaltis, J. Appl. Phys. 65, 2191(1989).
5. See, for example, H. Kogelnik, Bell Syst. Tech. J., 48, 2909 (1969).

3]

P

6. C. Gu, S. Campbell, and P. Yeh, “Matrix-matrix multiplication using grating degeneracy in pho-
torefractive media,” to appear in Opt. Lett.




OWD5-1/ 123

Optoelectronic fuzzy logic inference system
using beam scanning laser diodes

Hideo Itoh, Masanobu Watanabe, Seiji Mukai, and Hiroyoshi Yajima
Electrotechnical Laboratory, Optical Information Section
1-1-4, Umezono, Tsukuba, Ibaraki, 305 JAPAN
Email : itoh@etl.go.jp
1.Introduction

Recently fuzzy control techniques have been widely used in the control systems
which are difficult to implement using conventional control methods. Various electronic
approaches are reported for high speed fuzzy controllers”. On the other hand, application
of the parallelism of optics is attractive for the improvement of the performance of fuzzy
controllers. To our knowledge, however, no total system of optoelectronic fuzzy control
system with high performance has been reported yet, except for a few reports on digital
optoelectronic implementations of MIN or MAX operations®.

In this paper, we propose a novel optoelectronic fuzzy reasoning method using beam
scanning laser diodes”. The reasoning system based on the method is simpler and faster
than conventional electronic systems because of its optical spatial parallelism of the steered
laser beams. Antecedent, consequent, and defuzzification operations of the fuzzy inference
processes are realized by scanned far-field-beam of the lasers, arithmetical sum of the
beams of the lasers, and the characteristics of position sensing devices, respectively.
Experimental results of each operations are shown in this paper.

2.Fuzzy reasoning methods

Inference of the fuzzy controllers are composed of grade-evaluation of antecedent
fuzzy rules, modification of the consequent fuzzy functions by the evaluated grades,
unification of modified functions, and the defuzzification of the unified functions. Various
envelopes of membership functions and fuzzy reasoning methods can be used for system
controls. In the case of high speed fuzzy controls, triangle envelope of membership
functions and a reasoning method using logical products for antecedent and consequent
part, logical sum for unification, and center-of-gravity for defuzzifications
(MIN-MAX-gravity method”) are frequently used because of its easier implementations
for electronic circuits. However, this architecture is not easy to implement by optical or

optoelectronic fuzzy reasoning methods. Here, gaussian far-field beams of laser diodes
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are used as the membership functions instead of triangle functions. As for algebraic
products for antecedent and consequent part, arithmetic sum for unification is used instead
of logical product and sum. Center-of-gravity method is used for defuzzification.

This product-sum-gravity method® is used because of its convenience for optoelectronic
implementations. Figure 1 shows a configuration of the Beam scanning fuzzy inference
system which deals two antecedent rules with each input-variable and a consequent rule
with an output-variable. The system is composed of four beam scanning laser diodes, two
photodetectors, and a position sensing photodetector. Grade evaluations of antecedent rules
are realized by steered beam of the beam scanning laser diodes. Modification of
membership functions of Consequent rules is realized by modulation of injected current
to laser diodes of the consequent part. Unification of the result—function is given by an
envelope of irradiated far-field beams on an optical beam position sensing photo-
detector(PSD). Defuzzification is executed by the photodetector.

3.Experimental Results

Figure 2 (a) shows a experimental setup of a grade evaluation of antecedent rules.
Ratio of injected currents to each p-electrode are changed from 0.36 to 0.64 and total
injected currents are fixed at 100 mA. Distance between the beam scanning laser and
photodetector array is 20 mm. Figure 2 (b) shows results of the grade calculation. Trace
(A),(B), and (C) denote the cases of "Small", "Medium”, and "Large",respectively.

Figure 3 (a) shows an experimental setup of result-function of results of the
consequent, unification, and defuzzification operations. Injected current to a laser A is
varied from 0 mA to 52 mA and current to another laser B is fixed at 50.5 mA.
Separation of each laser of the laser array is 600 #m and distance between the beam
scanning laser and photodetector array is 20 mm. Figure 3 (b)shows an experimental
results of output-voltage of a PSD as a function of injected current to the lase: A.
Monotonic increase in the output is observed with the increase of injected current. The
attached photographs are of the far-field pattern on the PSDs for each experimental
condition. In this experiment, the separation of the lasers is 12004 m.
4.Discussion
Inference speed of the beam scanning fuzzy controllers is supposed to be faster than 1M
FLIPS (Fuzzy Logical Inference Per Second), because the scanning speed ~f the far-field
beam of a Beam scanning laser diode has been measured to be less than 5 ns”. The
bottle-neck of the speed is defuzzification process by a position sensing device. Currently

the speed of the device made of Si is around sub-us. The speed will be improved by
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miniaturization of the device and using higher—speed materials,such as GaAs.

The beam scanning fuzzy inference system is composed of fewer operational
elements. The number of beam scanning laser diodes is the same as the sum of
input—variables and result-fuzzy—-functions. The number of photodetectors and PSDs are
the same as the antecedent-rules and output-variables, respectively.  This simple
configuration results from parallel grade-evaluation and analog defuzzification by PSDs
using the optical spatial parallelism. Because our reasoning method is different from
conventional fuzzy reasoning methods, its feasibility was studied by numerically comparing
the present and conventional methods. Figure 4 (a) and (b) shows a result of stability
simulations of an inverted pendulum on a cart by Triangle-MIN-MAX-gravity method
and by Gaussian—product-sum-gravity method, respectively. The figures show the number
of inference reiterated by the time the pendulum stands stable, as a function of initial
leaned angle of the pendulum. Parameter in the figures is the feedback gain of each
controller. Smoother variation of and wider controllable range are realized in the case of
Gaussian-product-sum—gravity method compared with conventional control methods.
5.Conclusion
Novel Fuzzy inference system using beam scanning laser diodes is proposed and
experimental results are reported. This control system is simpler and its operation is
estimated to be faster and smoother than conventional systems. These features come from
the spatial parallelism of steered laser beams by beam scanning laser diodes.
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The ath power of x, denoted by «¢, might be defined as “the number obtained by multiplying unity
a times with #”. Thus (2.5) = 2.5 x 2.5 x 2.5. This definition makes sense only when a is an integer.
However, it is an elementary fact that the definition ol the power of a number can be meaningfully and
consistently extended to real and even complex values of a. Likewise, the original definition of the derivative
of a function makes sense ouly lur integral orders, i.c. we can speak of the first or second derivative and so on.
However, it is possible to extend the definition of the derivative to noninteger orders by using an elementary
property of Fourier transforius. Bracewell shows how [ractional derivatives can be used to characterize the
discontinuities of certain functions [1). An example from the field of optics is related to the Talbot effect [2],
in which self-images of an iuput object are observed at the 2-D planes : = Nz, for integer N (z is the axial
coordinate and zg a characteristic distance). Using a self-trausformation technique [3), it was shown that N
could also take on certain rational values.

In this letter we define fractional Fourier transformations in a similar spirit. The ath Fourier transform
of a function f(z,y) will be denoted as F{f(«,y)), or simply F°f when there is no room for confusion.
We require that our definition satisfy two basic postulates. First, F'f should be the usual first Fourier
transforin, defined as

oo too 1 t 2
(FIN ) = / / (2, y) e E SN dody, (1)

where 5, 2,2, y, ¥ all have the diensions of length. In a conventional “2f” optical Fourier transforming
configuration (4], £, y would denote the covrdinate of the input plane, 2',y those of the Fourier plane, and
52 = Af (A = wavelength of light, J = focal length of lens).

Our second postulate is to require that

FUF N =FFf= FFf=FHf ©)

Consisteut with our two postulates, FYQ[] may be defined for integer @ as that operation which when
applicd Q times gives the first (conventional) Fourier transfori of f. An optical system which performs this
operation say be realized by inserting a leus of appropriate focal length midway between the appropriately
spaced input and output planes. It is now possible Lo define Fourier transforms of rational order FFIQf by
repeated application of the operator F/Q for P times. The definition can be generalized to real orders by
a limiting process.,

Here we will not pursue this line of thought. Instead, we recall that the optical Fourier transforming
operation is a result of the joint action of the dual operations of free-space propagation and focusing (5] [6] [7).
In a conventional “2f system, the focusing action is concentrated at the lens location. The same operation
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can be performied by @Q fractional Fourier transforin stages in cascade each performing .'F‘/Q[-]. In this latter
system, the act of focusing is evenly distributed through the act of propagation. In the limit that Q — oo,
focusing and propagation will be infinitesimally and uniformly interspersed between each other. Of course,
bulk systems with even nioderately large @ would be guite npractical. Fortunately, systems satisfying this
property can be realized as quadratic gruded index (GRIN) media. Such media can be thought to consist
of infinitesimal layers in which focusing and propagation take place simultaneously. The refractive index
distribution in such a medium is given by [8]

() = wi(l - (nzfny)e?), 3)

where r* = £? + y* is the radial distayee from the optical axis and n;, n2 are the GRIN medium parameters.
By solving the ray equation, it was shown [8] that a parallel bundle of rays will be focused a distance
L = (7/2)\/ni/ns away from the input plane. If a function f(x,y) is presented at the input plane z = 0, at
the plane = = L we observe F! [ as given by Eq. | [9]. (‘This confirms that = = L is the focal plane not only
from the ray optics point of view but also from the physical optics point of view.) Now, since the system is
fully uniform in the axial direction, F*f can be physically defined as the functional form of the scalar light
distribution at = = al..

Above, we have miotivated and defined the fractional Fourier transforu in physical terms. However, it is
importaut to note that fractional Fourier trausforms can be defined purely mathematically and GRIN media
introduced afterwards as a physical interpretation. We now present such a mathematical definition, also
showing its relation to the physical definition above.

The self-modes of quadratic GRIN media are the 2-1) ltermite-Gaussian (HG) functions [8], which form
an orthogonal and complete basis set. "The (£, m)th member of this set is expressed as

O™ 3 2 22
\I‘lm("'-.‘/) =11 (\/Z.L) H,, (&> exp (—x +2y ) ’ (4)
) w W

ww

where My and H,, are Hermine polynomials of orders { and in respectively, w = (2/k)%(n, /ng)}/* with
k= 2mm /A, and A is the wavelength. Each HG mode propagates through the GRIN medium with a
different propagation constant [3)

2 2
/j,,,,:,(-\/l—z i‘—‘_(l+m+l)=::k— 113(l+m-i-l). (5)
-V oui V

Any 2-D funcuion f(r, y) can be expressed in terms of the HG basis set as

’ f(-l" y) = Zzl‘lhn‘hm(ﬂi.y), (6)

[ m

-‘hu = / f("’- .‘/)\l’l/n(-"- y)/l'lm d-‘:dy’ (7)

-

where hy, = 27Ut /7,
Now, the fractional Fourier transform of f(«, y) of order a can be defined as

"F“ U'(.L'. U)} = Z Z Alm wlm (-‘:) y) exp (iﬂlmall)- (8)

I m

It was shown [9] that our two postuliates are satislied by this delinition, and that the scaling factor s appearing
in Eq. 1is given by s = w/V2. lu the same references, we also discuss and prove some of the properties of
fractional Fourier transforms, such as linearity, sel-imaging parameters, intensity shift-invariance (as with
the comuon Fourier transforin), and generalize Lo complex values of the order a (which can be physically
realized by attenuating media). We also define fractional convolutions (or correlatinns) through the equation

CONVO(f,g) = F7[F*f x F°g). ®)
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(a) (b)

(d) (c)

Figure 1: (a) Phase space representation of the original bundle of rays. (b) After free space propagation
through a distance f. (c) After passage through a lens of focal length f. (d) After another free space
propagation through a distance f.

To gain some additional insigln regarding fractional Fourier transforms and also show its relation to ray
oplics, we now provide a phase-space interpretation. Let a particular paraxial ray be characterized by its
radial distance r and slope s, hoth with respect 1o the optical axis at a particular axial position z. Then,
the effect of passing through any optical system on this ray can be described by a movement in r-s space.
For instance, free-space propagation correspomds to a horizontal displacement whereas focusing by a lens
corresponds Lo a vertical displaceinent. Let us now cousider a bundle of rays with a uniform spread of r and
s (represcuted by the shaded rectangular region in Fig. 1a) and consider hiow this ray bundle is transformed
as it passes through a conventional “20" Fourier tennsforining conliguration (Fig. 1). The overall effect of
the “2” system is to rotate the rectangular region by 90°, although the intermediate steps result in shearing
of the rectangular region.

How do things look like in phase space if we use quadratic GRIN media instead? It is known that r and
s obey the following equations in such media [8]:

r(z 4+ Az) = r(2)cos (xAz/2L) — s(z)sin(xAz/2L)
s(2 + A:z) = r(s)sin(7Az/2L) + s(z) cos (xAz/2L), (10)
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from which we can conclude that the region representing any given bundle of rays in phase space is uniformly
rotated as we go from = = 0 to = L. Tlns uniform beliavior is to be contrasted with that of the bulk “2f*
Fourier transforiner in which the focusing is concentrated at the lens, instead of being uniformly distributed
throughout the system. This has discouraged us from basing the definition of fractional Fourier transforms
on conventional bulk Fourier trausformiers. Although we cannot exclude the possibility of other definitions
consistent with our two postulates, our particular definition is seen to be a natural and meaningful one,
especially in an optical context.

Fractional Fourier trausforins can formn the basis of geueralized spatial filtering operations, extending
the range of operations possible with optical inforimation processing systems. Conventional Fourier plane
filtering systems [4] are based on a spatial filter introduced at the Fourier plane. This limits the operations
achievable to linear space-mvariant ones (i, operations which can be expressed as a convolution of the
input function with a space-invariaut hupulse response). By iutroducing several filters at different fractional
Fourier planes, it is possible to huplement a wider class ol operations. Note that full space-variant operations
can be implemented using approaches such as (or equivalent o) vector-matrix multiplier architectures [10]
or multi-facet architectures [11], but these result in a heavy penalty in terms of space-bandwidth product
utilization. A detailed treatinent of how many filters are needed and how they should be synthesized to
realize a given operation st be pusiponed to another publication.  llere we must satisfy ourselves by
noting that this process, which i its extreme constitutes a gencralization of conventional planar spatial
filtering to volume spatial filtering, would ultimately be limited by noise and scatter from the several spatial
filters.

It is important to note that although they provide a context for defining fractional Fourier transforms in
a satisfying manner, GRIN media tiay not be a good caundidate for their practical implementation, especially
because they cannot have large space-bandwidth products. For practical purposes, it is possible to simulate
GRIN media by using bulk lenses such that the same light distribution will be observed at the planes in
which filtering will take place [Y].
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1. Introduction

Optical interconnections have been shown to have advantages over electrical interconnections in
terms of speed, energy and density for global links.1:2.3 In addition, the flexibility of optical
interconnections allows efficient electronic layouts which can improve the performance of electrical
connections in an optoelectronic system. In this paper we are concerned with a particular one-to-
one interconnection, the transpose interconnection. The Optical Transpose Interconnection System
(OTIS) is a simple, efficient, and scalable means of providing a transpose operation utilizing only a
pair of lenslet arrays. The usefulness of the transpose interconnection can be shown for several
optoelectronic architecture classes 4-5. This paper briefly reviews the transpose interconnection
functionality and describes some of the architectures supported by OTIS. The OTIS optical system
and various scalability parameters are analyzed including system length and volume, system power
efficiency, and crosstalk. Variations of the basic OTIS optical system for different applications are
introduced: a generalized system that can match the geometry of any arbitrary optoelectronic chip
layout, the folded, the bi-directional, and the multi-channel systems. Experimental results of a
64x64 channels OTIS and the design optimization of this experimental system are provided.

2. Transpose Interconnection

A transpose operation usually consists of symmetrically interchanging the elements of a matrix
with respect to the first diagonal of that matrix. We propose to implement a particular transpose
interconnection between two arbitrary planes where each row of the input and output arrays is
arranged in a raster format within that array as shown on figure 1. The transpose interconnection
we describe is a one-to-one interconnection between L transmitters and L receivers where L is the
product of two integers, M and N. Such an interconnection is called an MxN transpose.

Figure 1 shows the physical layout of the transmitter and receiver planes of OTIS for M=16
and N=4. Both planes are divided into regions in which one of the indices is constant, the other
index showing the location of the node within that region. The gray transmitters and receivers on
figure 1 show a pattern of signals mapped from the transmitter plane to the receiver plane via the
transpose interconnection.

Figure 2 shows the side view of the OTIS optical system that connects the two planes

described above; the top view would be similar. A 1/Nx/N array of lenslets is placed in front of

the transmitter plane and a 1/Mx})/M array of lenslets is located before the receiver plane. The
interconnection from transmitters to receivers is traced by the chief ray passing through the center
of the transmitter lens and the center of the receiver lens. These two lenses comprise an imaging
system between the transmitter and receiver planes. Note that the optical imaging system requires
that the indexing in the receiver plane be rotated 180 degrees relative to the transmitter plane.

3. Optical Transpose Interconnection System Architectures

An important application of OTIS is in support of multistage interconnection network architectures
(OTIS-MIN) based on k-shuffles.6 A k-shuffle MIN functionally provides full connectivity
between L input channels and L output channels in logkL stages of optoelectronic switch planes
and (logkL)-1 stages of optical k-shuffles. One optoelectronic switch has k optical inputs
(receivers) and k optical outputs (transmitters) and provides crossbar equivalent electronic
switching between its k channels. The k-shuffle is equivalent to a (L/k)xk transpose. An
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interesting application of OTIS-MIN arises when k=(MN)!/2 since the number of stages for
routing becomes a constant: logyl. = logypyvMN = 2. In this case, only 2 stages of optoelectronic
switches and 1 stage of optics are nequmﬁ~l to perform full routing between source and destination
planes, independent of the total number of communication channels in the MIN.

Another useful application of OTIS is in support of the two-dimensional mesh-of-trees

architecture (OTIS-MT), which is useful for matrix computations.5 The OTIS-MT layout is similar
to that required for the D-STOP architecture, which was also designed for matrix algebraic

computations.” The primary physical difference is that the transmitters in the OTIS-MT
architecture reside in the leaf units of the tree, whereas the transmitters of D-STOP reside in the

root units. In the D-STOP vertical distribution,’ the broadcast of N signals to MN receivers is
achieved through N transmitters, each with an optical fanout of M. The transpose interconnection
of the OTIS-MT architecture is functionally equivalent to the D-STOP vertical distribution, except
that the broadcast is achieved by first distributing each signal through an electronic fanout to M
transmitters. While there are M times as many transmitters in the OTIS-MT architecture as in D-
STOP, the required optical fanout is 1 due to the one-to-one nature of the transpose
interconnection. Whereas the large optical fanout requirement of D-STOP limits the choice of
transmitter technologies it might utilize, no such limit is imposed on the OTIS-MT architecture.

Often, interconnection patterns have recognizable subclasses of similar, relatively simple
interconnections, but the necessary locality of transmitters or receivers from different subclasses
makes it difficult to exploit this piece wise simplicity. OTIS can be used in some cases to spatially
isolate these subclasses into regions where additional simple optical or electronic transforms can be
implemented. As an example, it can be shown that OTIS can be used as a component of a
hypercube interconnection.

4. Optical Transpose Interconnection Systems

The layouts and the optical system described previously assume that transmitters and receivers all
lay on a regular square grid. In practice, due to the electronic layout constraints, it could prove
useful for the optical interconnection system to be able to accommodate optoelectronic chips with
different arrangements. Figure 3 shows one possible case where there is a gap between some of
the nodes in both the transmitter (Ct) and receiver (Cr) planes and where the spacing between
nodes in the transmitter plane (Ay) is different from the spacing between nodes in the receiver plane
(Ar). The OTIS optical system still performs the transpose interconnection without modifications.
Note that these on-chip gaps can be used for wiring electrical inputs and outputs on and off the
chips, for bringing power lines to the different locations on the chips, or to accommodate the fact
that the optoelectronic transmitter and receiver planes are built using multi-chip module technology.

The systems in figure 2 and 3 perform the transpose interconnection but leave the transposed
result on a different array than the original one. In some cases, it may be desirable to have both the
original matrix and its transpose on the same array. OTIS can be easily adapted to accommodate
these requirements. A single imaging lens and a folding mirror in a one-to-one, 4f configuration
are simply added to a single plane of OTIS lenses. The interconnection function achieved in this
case is exactly that of a transpose operation without any image inversion or rotation, leaving the
elements of the first diagonal of the matrix unchanged and interchanging all the other elements of
that matrix with respect to the first diagonal. It is important to note that only symmetrical systems
(N=M) can be folded in this manner.

An important feature of the Optical Transpose Interconnection System described in the
previous sections is that it can be made bi-directional very easily. This could prove useful in a
number of applications. For interconnection networks in a packet switching configuration it allows
blocking inforraation to be sent back to the previous stages of the network in order to establish the
correct routing path in the network. OTIS can also be used in a matrix-vector multiplier
configuration (OTIS-MT) in support of neural network applications. In this case, the bi-
directionality characteristic of OTIS can be used to implement an on-chip fully parallel back
propagation learning system.
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A final interesting feature of the OTIS system is that it can become a multi-channel system
where each node has more that a single pair of transmitter/receiver. This is useful in the case
where more than bit serial communication per channel is required in a system. It may also prove
useful in the case of communication systems where one transmitter/receiver pair is used for data
transfer and one other for activation/status information. Finally, it might be required to have 2
transmitter/receiver pair for each communication channel in a system in order to implement
differential readout (dual-rail logic) in the case where the intrinsic signal-to-noise ratio of the
system is not sufficient to provide low communication bit error rates.

5. Experimental Results

The experimental system demonstrates the viability and feasibility of the OTIS concept by
implementing a one stage 64x64 (NxM) symmetrical (N=M) OTIS optical system. The system is
made of a 64x64 pinhole array, 2 refractive lenslet arrays, and a CCD camera as the output plane
detector. The 64x64 pinhole array is fabricated in-house using our Electron beam lithography
system. The pinholes have a 10x10 pm square aperture and they are spaced 57 pm apart for a total
input plane size of 3.64 mm. As illustrated in figure 4, the pattern formed by these pinholes (input
array) represents the letters OT. The lenslet arrays were purchased from Adaptive Optics
Associates and are fabricated in stamped epoxy on a glass microscope slide. The lenslet array size
is 20x32 and each lenslet has a 399 um aperture for a focal length of 3.2 mm leading to a fy of
approximately 8. The total length of the system is measured to be around 37 mm. As expected,
the system achieves a perfect one to one imaging and the output plane pattern (Figure 4) consists of

the O letters reduced in size by a factor of 8 (/ﬁ) and replicated 8x8 times over the output plane.

Note that the actual output plane (figure 4) shows more than 8x8 replications of the input pattern
since the lenslet arrays contain more than 8x8 lenslets.

6. Conclusions

OTIS is useful for various classes of optoelectronic architectures and in particular for shuffle-
based interconnections and as a component of a hypercube system. The basic OTIS optical system
analysis is based on various scalability parameters including system length, volume, and efficiency
and shows that scalability is not limited by diffraction. Variations of the basic OTIS optical system
for different applications can be shown to be useful, such as the generalized system that can match
the geometry of any optoelectronic chip layout, as well as the folded, bi-directional, and multi-
channel systems. The experimental demonstration of a 64x64 channels OTIS has been
successfully performed. Finally, aberrations in an OTIS optical system based on diffractive optical
elements can be virtually eliminated using Code V8 to design aspheric holographic optical
elements.
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Considerable interest has been focused over the last few years on use of the symmet-
rical self-electro-optic-effect-device or S-SEED'-3. Two dimensional arrays of S-SEEDs
have been exploited in demonstrator digital optical circuitry and photonic-switching
fabrics—¢. An S-SEED version of the optical-cellular-image processor module has also
recently been realized?. These circuits and other reported measurements® demonstrate
the cascability of the devices and their robustness to fluctuations in optical and device
parameters. Having in mind the use of S-SEED arrays in more complex architectures we
have been concerned to quantify the degree of robustness - the tolerance - of S-SEED
components.

In this paper we will present the results of a tolerancing analysis based on a method-
ology applied earlier to nonlinear-interference-filter optical logic components®. We will
account for the leakage of optical power from previous S-SEEDs in an iterative architec-
ture, onto the device under analysis ; this leakage is inherent to the manner in which
S-SEED arrays have been operated to date. Non-uniformity of beams within an array, or
of the devices themselves, is also treated.

In general the tolerance conditions produce volumes of acceptable device operation
within the multi-dimensional space of the parameters describing the device. In partic-
ular we concentrate on the parameters that are adjustable, once a given set of devices
are interfaced together within a circuit. The target is therefore to provide a recipe for
the successful construction and operation of logic circuits. Such a recipe is essential for
complex circuits which exhibit many adjustable parameters.

We develop an empirical model for the current-voltage and reflectivity voltage charac-
teristics of the SEED device!~3 which gives the steady states and the dynamic behaviour
of the symmetric-SEED10. The model has been chosen to be sufficiently simple so that
tolerance analysis can be carried out without excessive computational demands, but it is
also sufficiently realistic so that close fits between the theoretical optical responses and
those measured experimentally can be made. The circuit considered consists of cascaded
two-dimensional arrays of S-SEEDs used as programmable optical logic gates such as in
the existing optical cellular-logic-image-processor, the O-CLIP?.

The device performance is analysed in the cases of perfect balance (2-D uniformity)
and inbalance of the various beams. Worst-case conditions of operation determine where
the device will work correctly in the multi-dimensional space generated by the relevant
adjustable parameters?. The volumes of acceptability then created enable us to calculate
the tolerance limits. In the perfect balance case, the analysis includes the leakage effects
from the previous arrays.
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Three different clocking procedures are taken into account, differing by the manner
in which preset and control beams are used to determine the logic functionality of the
gates.The relative merits of the procedures will be described. Within the regions of ac-
ceptability we are also able to determine the latency-time for circuit operation. The
trade-off between bandwith and tolerance levels can therefore be discussed.

In figures 1 and 2 are shown the volumes of acceptability of the S-SEED under one
clocking procedure. In the balanced operation (figure 1), the parameter space is described
by three independent combinations of the adjustable parameters: the applied voltage V,,
the inter-gate gain G and the preset over the read-beam power-ratio P,/P,. The axis
generated by the last parameter is on a logarithmic scale to emphasize the large fluctua-
tions tolerable in that ratio. The labels on the V, axis refer to specific values employed
by the empirical model and in this example, gain values less than 0.5 are relevant since
a 1-D nearest neighbour optical interconnect is considered. The volume shows large tol-
erance in all parameters. In the case of unbalanced operation (figure 2) applied voltage
Vo, window- and route-dependent power ratios are the chosen adjustable parameters.
The constant-voltage cross-sections of the volume can be approximated by rectangles of
vertex coordinates (1,[cT-1}/[c-T}), (1,[c-T)/[cT-1}), (T,1), (1/T,1) where c and T are
respectively the output contrast ratio and the threshold. These sections exhibit large
tolerances at high voltages.

The paper will detail the S-SEED modelling, the methodology and the results of the
tolerance analysis and indicate the extension of the method to alternative circuits such
as those incorporating logic-SEED arrays. The method differs from earlier ones!! in that
leakage effects are considered and dependence on applied voltage, as well as the non-
uniformity. Leakage effect is inherent to the manner in which circuits have been operated
and can dominate the tolerance combinations.
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1. Introduction

Basic operations of a simple neural network model are a spatial weighted sum operation,
including arithmetic operations of multiplication and addition, and a nonlinear operation. A
neuron calculates multiplications of synaptic weights and input signals from other neurons, and
performs the nonlinear operation for their sum. In a general neural network model, because the
synaptic weights have the bipolar values, which are excitatory weights and inhibitory weights, the
arithmetic operations need addition, subtraction, and multiplication in a negative range. To
represent the bipolar values, a spatial position encoding technique'? and a polarization encoding
technique® are applied. These techniques representing the bipolar values require twice elements
of original neural networks and subtraction of signals from a pair of elements encoded to negative
and positive values. The optical neural networks using these techniques perform subtraction with
electric circuits, and an optoelectronic signal conversion is required. An optical neural network
model using the neurons encoded to positive and negative was proposed.® This model requires
twice number of the neuron.

In this paper, a new technique for the optical neural networks is presented. This technique
can perform the neural computation in positive range and the number of elements is same as
criginal neural networks. The bipolar weights are changed to the non-negative weights by adding
a constant. By superposing of reversal inputs with weighted sums, subtraction in the neuron is a
constant. This means that subtraction is not necessary, because subtraction with the constant can
be treated as an offset of a nonlinear output function. This technique is called the reversal input
superposing technique (RIST) which is obtained from modifying a basic calculation rule of the
neural networks, and implemented by a conventional configuration of optics. We construct an
optoelectronic system for the experimental verification of the present technique. Furthermore, we
demonstrate the Hopfield model® as an example of the neural network model realized by the
experimental system.

2, Modification of Basic Neural Network Model
Consider a discrete model of simple neural networks consisting of M neurons, which receive
the same input signals X = (x,, ..., x,,..., x,} from N input neurons, and emit respective output
signals V = (v, ..., v;,..., v\}. Let w;, be the synaptic weight from the i-th input neuron to the j-th
output neuron. The j-th weighted sum of the input signals is then written as
.=Ziwjixi-hj, (1)

where h, is the j-th value of a set of the thresholding values H = { h,, ..., h;,..., hy}. The output v; is
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written as

V= f(uj) , (2)
wheref is a nonlinear output function. The synaptic weight w;, and the weighted sum u, are generally
the finite real values. The input x; and the output v; are ranged from 0 to 1 in many neuron models.

Here, considering to introduce two constants o and B, Eq. (1) is rewritten as

u; = E(w; +a)x, +a L(B - x) - Nof. (3)
The thresholding values H = ( h, Jare neglected because they can be treated as same as the synaptic
weights. The constant a is a bias of the weights w;;, and is determined to

a > - min( w; ), (4)
where min( w;; ) denotes the minimum value of a set of the weights W = { w;; J. Hence, the biased
synaptic weights W*={w"; ]} = {w,+ a ) of the first term in Eq. (3) are necessary to be positive. The
constant B is introduced so that the second term in Eq. (3) is positive, and is usually set to

B > max( x, ), (5)
where max( x, ) denotes the maximum value of a set of input signals X = ( x; }. All the modified
input signals X={X,}={p - x, ) of the second term in Eq.(3) are positive. Third term Naf, which is
constant since the constants o and P are determined in advance, can be treated as an offset value of
the nonlinear output function . The weighted sums U = { u;} of Eq. (1) are rewritten by using the
biased weights W® and the modified input signals X, and the modified weighted sums U= (14} are
written as

b

= Iw X, +aLX, (6)

The modified weighte(i sums U are non-negative values given the constant Naf to the weighted
sums U = {u; ). The first term in Eq. (6) is the vector-matrix product between the biased weights w
and the input signals X. The second term in Eq. (6) is the sum of the modified input signals X. The
output signals V = { v, } of Eq. (2) are also written as

v,=f(1), (7
where

f(x) =fA x-Nof ). ) (8)
The nonlinear operation f(x) is generally monotonic increasing. In the model of the neural
computations of Eqgs.(6), (7), and (8), the important feature is that all the synaptic weights and all
the neural signals are non-negative values.

3. Optical Implementation of RIST

Equations.(6), (7), and (8) equivalent to the original neural computations of Eqs.(1) and (2)
fit to an all optical implementation, because of no subtractions and no negative values. The modified
input signals X in Eq. (6) are the reversal signals of the input signals X if the constant B is chosen
to be 1. Accordingly, addition in Eq. (6) can be calculated by superposing the optical weighted sum
with the reversal input signals. Equation (7) is based on non-negative calculation, and Naf in
Eq.(8) is treated as an offset of the thresholding device. )

The RIST requires simultaneously an input and a reversal input. As an example of the
implementation of the RIST, we think about a polarization encoding method. By modulating the
input signals to a polarization pattern, the input pattern and the reversal pattern are obtained in
parallel. The real value from 0 to 1 is represented by the angle of the polarization from 0° to90° with
respect to the vertical axis. The polarization pattern changes to the light intensity pattern with an
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analyzer set to a vertical direction for obtaining the input pattern. The analyzer, on the other hands,
is set to the horizontal direction for obtaining the reversal pattern.

In order to verify the RIST, the experimental system is constructed as shown in Fig.1. The
system is composed of a liquid crystal television (LCTV), a photographic film, a CCD camera, a
computer, an image processor, and other optical components. A light source is a He-Ne laser,
which is omitted in Fig. 1. The LCTV, which is removed the analyzer, accepts the signals through
the image processor from the computer and modulates the input signal to the polarization pattern.
The light modulated by the LCTV is divided to two orthogonal polarized light by using Analyzerl
and Analyzer2, and two divided lights are superposed by the beam splitter. The angles of Analyzerl
and Analyzer2 are set to 0° and 90° with respect to the vertical axis, respectively. Analyzer3 is used
to adjust a ratio of the intensities of two divided lights. The photographic film memorizes the synaptic
weights W”. The optical part in the experimental system calculates multiplications and additional
in the summation of the following equation rewritten from Eq. (6),

U, = Z(w'x; +0X)). (9)

The computer and the image processor in the electric part of the experimental system handles
a summation of Eq.(9) and the nonlinear output function f of Eq.(8). The computer sums up the
signals from the CCD camera, and calculates the output signals V={ v} of the neurons by performing
the nonlinear operation f to the summation.

Input (LCTV)

Polarizer

Analyzer1  Weights (Film)

CCD

Figure 1 Experimental neural system based on RIST

4. Experiment

In the experimental system, the Hopfield model is implemented to made a fundamental
verification of our technique. The synaptic weights W = ( w } for storing a set of P binary vectors
X, = (x,, Xy, ..., Xy, } consisting N bits long are given by

w,=Z(2x,-1X2x,-1) forizj,
=0 fori=j. (10)

Because the minimum value of the synaptic weights W is -P, the biased weights W":(wji+P]
added the constant a=P are obtained. The offset of the nonlinear operation in Eq.(8) is set to be NP.

A Hopfield model with 25 neurons is implemented in the experimental system. Figure 2
shows three stored patterns consisting 5 x 5 elements. Figure 3 shows the results of the recalling for
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the retrieval of three stored patterns in the experimental system. The recallings in the experimental
system were performed for all possible initial inputs whose deviation from the stored pattern are
less than 3. For comparison, the results of the computer
simulation of the recallings are shown. Figures 3(a),
3(b), and 3(c) show the recalling results for three stored
patterns A, B, and C, respectively.

5. Conclusion A B C
A general technique for optical neural Figure 2 Three stored paterns

networks called the reversal input superposing

technique (RIST) has been discussed. Optical neural (¢, 100

networks introducing the technique are not necessary
negative weights and subtraction, and inherently ?90'
constructed all optical system without the electric g 80 -
circuits. Also the required elements of the neuron and ¢
the weight is same number of the original neural é 701 A
networks. Therefore optical neural system is simple 60 . . . . . .
configuration by a conventional lens system and a 6 1 2 3 4 5 6 7
masking of the image. Deviation
The RIST is requires the input pattern and the (%) 100 I
reversal pattern in parallel. They are obtained by ]
modulating input signals to polarization pattern. In E %0
the experimental system, a LCTV is utilized. The § 801
experimental system performs the weighted §
interconnections and the superposition of lights on both é 707 B
optical paths in optical part, and the nonlinear output 60 ST 3 3 1 5 &5 7

function in the electric part. In the experimental
system, the Hopfield model which has 25 neurons and

stores 3 patterns was implemented. In the experimental (% )I(I) <
results, the convergency for the retrieval of three stored 5 90
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Artificial neural networks have become popular, to a large extent, because of their
putative ability to adaptively learn their optimal operational states. It is also generally
accepted that paraliel systems with on-line learning must be designed in order to
satisfy the demand for real-time, large-scale networks. We have recently designed?
and demonstrated2 a scalable, prototype optoelectronic system which supports the
recall, or feedforward, mechanism of neural networks. In this paper, we present a
modification of this architecture which allows on-line, fully paralie! learning.

The Dual-Scale Topology Optoelectronic Processor3 (D-STOP) is a fully parallel
optoelectronic architecture designed for matrix algebraic processing, which uses a
minimum number of optical transmitters while maintaining area efficient electronics
and simple, space-invariant optical interconnects. For an MxN matrix problem size, the
architecture consists of M processing elements (PEs), one for each row of the matrix.
Within each PE is an electronic binary tree structure with processing sub-units at each
node. Each PE has N leaf units which correspond to the matrix elements within the
given row. Each leaf unit has an optical detector, as well as local memory, logic
circuitry, and electronic I/O to the tree structure. At the root of the tree is the root unit,
which in addition to local memory, logic and electronic /O has an optical transmitter for
data output. Each PE receives a copy of the optical input vector, with each leaf
receiving one of the N elements of this input vector.

Figure 1 shows how two D-STOP arrays can be coupled to implement a three
layer neural network. The input vector elements xx(0) are optically fanned-out to each
of the hidden (Array 1) layer neurons. The output xj(1) from each of these hidden layer
neurons is given by,

xj(1) = H{Zk Wik(1) x xx(0)} [1a]
The product Wik(1)xxk(0) is calculated at the k-th leaf unit of the j-th PE. The
summation of these products within a PE is achieved through electrical fan-in on the
binary tree. The nonlinear threshold function f is performed at the root unit of each PE.
The result, xj(1) then serves as the optical input to the output (Array 2) layer, which
calculates '
xi(2) = {2 Wy(2) x xj(1)} [1b]

in a similar manner. A 16x4x1 scalable prototype? of this architecture has recently
been constructed, with a preliminary performance measure in excess of 500,000 input




OWEA4-2 / 145

presentations per second. An optimized performance measure of 10M presentations
per second is expected.

Error backpropagation4 is a gradient descent learning algorithm which minimizes
a least-mean-squared error function defined on the weight state of the network. For
brevity, we define this algorithm operationally on a three layer network. The local
unscaled error of the hidden and output neurons, hj(1) and hj(2) respectively, are given
by,

hj(1) = Xi Wij(2) x 6i(2) [2a]
hi(2) = yi(2) - xi(2) [2b]

where yj(2) is the desired output of the i-th neuron in the output layer and x;(2) is its
actual output. These local errors become scaled local errors , ej(1) and eij(2), when
multiplied by the derivative of the nonlinear function evaluated at the neuron’s current
activation,

8j(1) = hj(1) x F(aj(1)) [3a]
8i(2) = hi(2) x f(ai(2)) [30]

The weights of the hidden and output neurons are adjusted according to,

AWk(1) = o x j(1) x xk(0) [4a]
AWi(2) = o x 8j(2) x xj(1) [4b]

where o is the learning rate. Unfortunately, the teedforward D-STOP neural system in
Figure 1 is, as such, not well suited for implementing real-time error backpropagation
learning. The large optical fan-out used to copy the input vector over each PE does not
allow the necessary bidirectional communication and computational fan-in required by
[2a]. Fundamentally, while the locations of the weights Wijj(2) within Array 2 facilitate
the paraliel matrix-vector multiplication of [1b], the weights cannot be accessed in a
manner which allows parallel execution of [2a]. which is also a matrix-vector
multiplication using the same weight matrix, but in a transposed representation.

The tandem D-STOP architecture shown in Figure 2 can overcome these
limitations. The arrays labeled "1" and "2" implement the feedforward mechanism of
the model, as in Figure 2. The additional D-STOP array, labeled "2T", implements the
transpose of the weight matrix for layer 2. That is, a second copy of the weight W;;(2) is
stored at the i-th leaf unit of the j-th PE of this array. During the learning phase, the
local scaled error ej(2) is calculated in the ith PE of array 2, according to [3b]. This term
is distributed electrically to the leaf units within that PE, which, having also received
the input signals optically from the previous layer, can update their weights according
to [4b]. Simultaneously, each scaled error ei(2) is optically distributed to the i-th leaf of
the every PE in Array 2T. In addition, the signal xj(1) from the previous layer is
transmitted to the root unit of the j-th PE in array 2T. This signal is electrically
distributed to every leaf unit within the PE. Two operations are performed in this array.
First, the weights in array 2T must also be updated to maintain consistency with the
weights of array 2. Since each leaf unit in this array receives ej(2) optically and x;(1)
electrically, this update [4b] can be performed locally. Second, Array 2T computes the
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local, unscaled error terms [2a] for the previous layer. These results are obtained at the
root units of Array 2T, then transmitted to the root units of Array 1. The local scaled
errors ej(1) can then be calculated according to [3a] and electrically distributed to the
leaf units, where the weights can be updated according to [4a]. In this manner, error
backpropagation learning can be implemented on-line in parallel.

We will present the tandem D-STOP learning architecture in more detail, and
discuss related systems issues. Methods of reducing hardware requirements and
improving learning performance will also be discussed.

1. A. V. Krishnamoorthy, G. Yayla, and S. C. Esener, I[EEE Trans. Neural Networks, 3, pp. 404-413 (1992)
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Figure 1: Cascaded D-STOP architecture for parallel recall.
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Introduction.

Networks utilising lateral inhibitory and excitatory interconnections have a
number of interesting properties, particularly for unsupervised learning and self-
organisation. Since the output of each node in a layer depends not only on the input
from other layers but also on the state of many or all other nodes in that layer it is
not possible to calculate the output of individual nodes separately but the solution
for all nodes must be found in a parallel, self-consistent fashion. This is a problem
both in simulation on conventional serial computers and in implementation,
particularly in planar electronics. Optics, utilising the third dimension offers a
possible solution.

Lateral interconnections can provide a number of different functions
depending on the particular connectivity and the internal structure of the nodes.
Large scale lateral inhibition can give rise to competitive or "winner-take-all" (WTA)
behaviour within the field of inhibition.! In early vision processing the well known
centre-on/surround-off or "Mexican hat" interaction provides contrast enhancement
and forms the basis for much retinal processing.2 The computational properties of
laterally connected and recurrent networks have been extensively studied by
Grossberg and co-workers over the years3 and have evolved into the powerful class
of ART networks.4

When inhibitory interaction is combined with local neighbour positive,
excitatory connections i.e. centre/surround connections and Hebbian learning
between the laterally connected layer and a prior, feed-forward layer a topographic
or computational mapping can be established.> ¢ Adaptation by Kohonen to aid
calculation on conventional serial computers has allowed general exploration of
these networks.” In tandem with theoretical studies there is extensive evidence from
neuroscience as to the importance of topographic mappings.8 As a definition of a
topographic mapping Knudsen et al can be quoted; "In a computational map, there is
a systematic variation in the value of the computed parameter across at least one
dimension of the neural structure. ........ they transform their input almost
instantaneously into a place-coded probability distribution that represents values of
the mapped parameter as locations of peaks in activity within the map"38

Lateral Inhibition.

To date, electronic and opto-electronic implementations of lateral
interconnections have been inhibitory only and utilised planar electronic
interconnection. Analogue VLSI implementations of "sensory” networks have been
pioneered by Carver Mead and his group,® and a simple shunting network, with
nearest neighbour inhibitory connections has been studied.?2 Winner-Take-All
functionality with optical input and output has been achieved by two different
mechanisms, both using a common global interconnection.1%.11 Both of these
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approaches are limited in the extent to which they can be scaled. Direct electrical
interconnection is suitable for nearest neighbour and single global interconnection.
The analogue VLSI "smart pixel” approach to signal processing within a node, as
exemplified by the above references, offers the greatest possibilities for compact,
robust systems. However, if we wish to implement a more complex or large scale
network then there are extreme difficulties with planar, electrical interconnection.
The combination of opto-electronic "smart pixels" with diffractive optics can address
these problems as suggested in figure 1 for an inhibitory network.

Each pixel (as shown in the insert) Output Light source/
consists of a photodetector, some __ mo';'t‘,:."l‘" modulator
processing electronics and a light source

or modulator. Input can be optical or Photodetsctor
electrical. The light from any pixel is T\ Elecironk s
directed to its neighbouring pixels in a
predetermined fashion by a diffractive
optical element, the small fraction
leaking through serving to provide the
outpugt. The signal From the AAA 4,,,&( A XA
photodetector provides the summed Figure 1 Optical implementation of
inhibitory signal from neighbouring lateral inhibition and (insert) pixel
nodes to update the pixel according to layout.

the internal electronics. This then becomes the output. The internal processing,
whether additive or shunting3 are not considered in detail here, only the means of
interconnection.

As with the electronic implementations described above, the extent of the
lateral interaction is limited, in this case by the optical power available. If we wish to
have winner-take-all behaviour it is necessary that the optical interconnection spans
the distance between competing nodes. To ensure this we must invoke the principal
of topographic organisation discussed above. This would imply that if a number of
nodes are excited by the same input, then these nodes should represent somewhat
similar properties. If the nodes are topographically organised then the excited nodes
will be physically close, and so able to interact. Thus the network can be scale-up
arbitrarily. Topographic organisation is imposed by the previous feed-forward layer,
which we have not discussed here, rather than to the competing layer itself, but
relies heavily on the type of processing described in the following section.

Lateral Excitation and Inhibition.

In the above section we considered only inhibitory connections. For certain
applications, most notably the "mexican hat" centre/surround type interaction, both
excitatory and inhibitory connections are required. This presents special problems
for optical implementation, as light is a positive definite quantity. We shall consider
this problem in the context of the centre/surround interconnection scheme. As
shown in figure 2 the interaction (heavy line) can be brcken down into a strong local
excitation and a broader, weaker inhibition. This requires that from every node there
are excitatory connections to near neighbours, and inhibitory connections extending
to a larger radius. If an arbitrary input is presented to such a competitive layer stable
"bubbles” of activity will form at the maxima of the input signal.” (For example see
figure 4.)
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This can be seen as WTA activity due to 3
the lateral inhibition with the local
excitation broadening out the winning
node into a cluster. This type of

behaviour provides great robustness 1

and is common to biological processing.

It is also essential for the formation of = : =) > + :
topographical mappings.5 Figure 3 _}/’
illustrates an architecture for optically

implementing inhibitory and excitatory ) )
lateral interactions by spatially Figure2 Centre/surround interaction
separating them in distinct layers. The (heavy line) and its decomposition.
node activity is calculated at Yj, with the

complementary Xj calculating the  Out
excitatory contributions and
broadcasting the inhibitory signal. Thus
a photodetector at each Xj sums the net
excitatory input to that node. This is fed
back to Yij via a one-to-one electrical

interconnection. The output of Xjis m/z
dependent on the net optical input and

inhibi i ; ) ( Electrical
;nykextemal Tnhxbxto.ry inputs and is fed iExc itﬁt o teedback lnhﬁbitoryii
ack to the Yj according to the inhibitory input input

interconnection strengths. Thus the
photodetector at each Yj calculates the
net inhibitory input. The net activation
of the node Yj can be computed using
the optically delivered inhibitory signal and the electrically delivered excitatory
signal. This is then thresholded to give a new output. For suitable values of feedback
parameters this network can form stable bubbles of activity, as illustrated in
simulation in the following example. Such a network is at the heart of self-
organising nets but it would still be necessary to have the inputs , at least partly,
organised on a topographic basis to ensure possible winning nodes can compete.

We will consider a simple additive network with external excitatory inputs
only. The network is initialised with Yj(g) = input pattern, Xj() = 0, and then allowed
to iterate to a final state. The layers Xj and Yij are alternatively updated according to

Diffractive

A

inhibitory  Excitatory-

Figure 3 Lateral optical excitation and
inhibition architecture.

equ's1and 2.
+a
Xi (t+1) = Xi + & Y Yicy Equ.1
-a
+3a
Yi @1 = fen (Yiy + Xiga)- B Y Xicw ) Equ. 2
-3a

where f th is a threshold function. The values of Yj after sequential iterations are

shown in figure 4 along with the threshold function f, used and the form of the
lateral interaction. Values of feedback parameters a = .3, f = .04, were used for input
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signal levels <.1 The interaction width a = 4, giving inhibition 3 times as wide as the
excitation, and has been squared off to simplify calculations.
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Figure 4 Simulation of the formation of a stable bubble of activity.
Inserts: lateral interaction strengths and the threshold function f, -

As we can see a stable bubble of activity soon forms at the region of maximum input.

Conclusions.

If complex, hierarchical neural network systems are to be built then it will be
necessary that individual sub-systems be to some extent unsupervised and self-
organising. This will neressitate the use of lateral interconnections. The
implementation of the dense and complex but regular and fixed connectivity
required seems an area ideally suited to optics when combined with the possibilities
of modern smart pixel technology.
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Since the beginning of the respective subjects of neural nets and optical processing, groups
in both disciplines have believed that the fusion of neural processing ideas with optical technology
will produce the most powerful computers of the future. The interconnection density and bandwidth
available in optics is a natural platform on which to conceive neural processors' but a lack of devices
has held up progress. Most approaches at present attempt to implement known neural models and
algorithms in optical hardware. An alternative approach may be to invent new, or adapt old, models
and algorithms to map onto the optical hardware that exists. In particular the dynamics of devices
play an important role in asynchronous networks, and these dynamics may be exploited. This paper
presents applications of nets in which some attempt is made to exploit these ideas. Amongst the
possibilities raised by such an approach are exciting new ‘neural’ models and a synthesis of digital
and neural techniques.

Thedevices considered here are Non-Linear Interference Filters (NLIFs) and S-SEEDs. These
devices are chosen primarily because of the extensive experience that has been gained in the practical
use and theoretical study of such devices by the optical computing group at Heriot-Watt University.
The devices may be exploited for network use in many ways - different aspects of their characteristics
may be used for weights, thresholds or signum functions. Many different characteristics are available
from this class of devices depending on how (and if) they are clocked, on the method of supplying
their operating power, and on the quantity of power supplied.

Further sets of functions may be generated by dynamical means and by coupling devices in
specific ways.

The simplest conceptual form of a neural network model is a weighted crossbar interconnect
or matrix vector multiplier. The neurons are a vector of thresholding pixels whose outputs are
fanned-out and passed through a weighting matrix and then fanned-in in a direction orthogonal to
the initial fan-out to form the off-axis inputs of the thresholding devices. Both Hebbian and Error
propagation schemes® may be mapped onto hardware of this form. The weights may be adjusted
using electronic hardware coupled to an electrically addressed SLM, but the goal is to produce
simple enough algorithms so that optical learning feedback may be employed. This is mostdesirable
since the feedback process is likely to be computationally the most expensive.

One application which we consider is the replacement of various functional units in an optical
cellular logic image processor*®, in order to build in fault tolerance. As an example consider an
adaptive programmable logic unit (APLU) using error propagation. The APLU must be able to
learn any desired logic function from multiple presentations of the training set and must be able to
re-adapt to restore that functionality in the event of unit failure.

An example of the dynamic evolution of the learning process is shown in Fig. 1(a) and 1(b).
The task is delineated into two phases. In the first phase, the logic unit learns a simple task, the
solution of the desired logical operation (in this case the Ex-Or problem) starting from a random
weight matrix. The neuron states evolve according to the following equaticns®,
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In this example, only three of the neurons evolve since neurons 1 and 2 are taken to be inputs, or
input units, and hence 0,,2 =0 and their outputs set to the desired steady state characteristic values.
The third neuron is declared the output unit and its output along with the target signal forms the
learning signal for the weight update. The other three neurons effectively constitute hidden units
in that they form part of an asynchronous nonlinear link between the inputs and the outputs, but are
not explicitly tampered with. The selection of 3 units to perform the task is accidental, the network
chooses to use only three neurons in a wide variety of the initial random weight matrices used in
the experiment and, indeed, the weight matrices generally converge to similar numerical values.

Error may be propagated in a wide variety of ways, each with different dynamics and features.
The primary assumption made in this experiment is that the weight updates take place on a larger
timescale than the network evolution so that some of the ‘decision making capacity’ of the system
is being utilised during update. Indeed, it may be desirable to clock the weight update system so
that the inputs are sampled at well defined intervals. Precise trade-offs of learning efficacy against
update speed are difficult to establish at present. The speed and nature of the algorithm employed
varies with the type of hardware envisaged. In the experiment shown in Fig. 1(a) correct operation
generally ensues over less than 10 presentations of the input set. The particular learning algorithm
employed in this experiment is to update the weights according to

awji .
7=ng((t,—P.,,) Py  j#z

and

oW, )
—a[-=flg((Po,-§)Pu) J=2

subject to 0 < Wj; < B and W;; = 0, where 1 represents the time constant of the learning/weighting
hardware and g is the transfer function of the hardware. The subscript z designates the unit(s)
selected to be outputs, and t, represents the target for that output on a particular learning presentation.
B fixes the dynamic range of the weights (which are all positive).

The second phase of the experiment involves failing one of the hidden units, in this case, unit
5 fails low. The system relearns to perform its task correctly in less than 100 presentations, but
finds this relearning generally more difficult (due to the effective spurious input). In some cases
the system will begin to utilise other hidden units, in some cases it manages to relearn the task on
an effectively smaller set of units. Of course, failure of the output unit is catastrophic to the process,
and must be dealt with by cither incorporating additional redundancy or by reallocating the output
status to a hidden unit in the event of an unreasonable number of failures.

In conclusion, a neural system using optics or optoelectronics has been presented in a novel
application. The employment of real device dynamics in the system and in the algorithms, appears
to give rise to highly successful learning and convergence rates in the simulations. Tables of these
rates (based on experimental device characteristics) over a wide range of tasks (including pattern
recognition and content addressable memory) will be presented at the conference.
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Fig. 1(a). The NLIF pixel outputs and weight matrix as the network learns a logic function.
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1. INTRODUCTION

Process control is a time based concept.The objective is to
maintain a property at some specified value in time as the
masnufacturing process proceeds. For most of the process control
spplications , real time control is very much desired. Thus the
speed of the control system is of prime importance. In this paper
a novel concept of use of a optical computing block for the real

time control sapplication 1is sattempted. Optieal computing
inherently has the advantages of high speed and massive
parallelization.

The concept, design, fabrication details and testing of an
optical magnitude comparator are described. An optical equivalent
of TTL 7485, magnitude comparator has been designed and
fabricated. The design of optical gates is based on shadow
casting method [1]. For practical implementation of the system an
LED matrix and Liquid Crystal based SLMs and masks are used. The
fabricated comparator, after testing its perfoemance, is further
used in a temperature controller.

2. PROCESS CONTROL BASICS :

The following example shows the strategy used for regulation
or control of a variable. Equation (1) represents the state of a
process as 8 function of process variables and time [2].

vJ:G())|,3’2_) 933)___- j)n\)t) (1)
where,

J ¢ the state variable

G : the functional representation of the process

Ym: the process varisbles

t : time.

The variable ‘93, depends on other variables in the process
and also on time. This can be called as controlled variable.
Select one variable, say >4, in equation 1 to be a controlling
variable. Thus,. 1 , will be a variable that affects the value
of 737 . For temperature control problem this could be the heater
current affecting the temperature.

Make a measurement of controlled variable 33 » to determine
its present value. Compare the measured value of controlled
variable with desired value for maintenance of the product
property. The desired value is called set point of the controlled
variable. Determine a change in the controlling variable that
will correct any deviation or error of the controlled variable
from the set point. Feedback this changed value of controlling
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variable to the process to create a correction to the controlled
variable. If this procedure is repeated on a regular basis , the
result is regulation of variable in time. Furthermore, if such a
process is set up for all the variables on which all the product
properties depend, the result is called process control. The
role of electronic comparators for indicating the difference
(error) between measured value and set value, in traditional
process control 1is well known . This error 1is then processed
further to reduce it to minimum value. Fig. 1 shows the block
diagram of a process control loop.

Error Detector
OONTROLLER CONTROL

Set Point ELEMENT

PROCESS

MEASUREMENT

Fig.1 Blockdiagram of a process control loop.

In the present work an attempt has been made to implement
the comparator optically. The optiecal implementation has
advantages of parallelism and high speed. Therefore 1if large
number of parameters are to be compared then optically
implemented comparator would be very much useful.

3. DESIGN OF THE OPTICAL MAGNITUDE COMPARATOR :

The process contol can be achieved both by analog as well as
digital techniques. There are advantages and limitations of both
the approaches. However, a digital control is accpeted widely as
s stable control. The controlled variable is typically in analog
form, which is degitized with a suitable ADC and the digital data
is further processed for the control operation. A digital
comparator would thus be a block finding the error between the
set and the sens=d values of controlled variable. NE7485 1is a
standard TTL magnitude comparator[3] which compares two 4-bit
binary numbers. The attempt has been made to develop a optical
magnitude comparator. This would form one block of the optical
processor developed for temperature control application.

The implementation of optical magnitude comparator makes use
of shadow casting method given by Tanida et al . Using this
technique sixteen different logic functions can be implemented.
Based on these logic functions we have designed the Optical
Magnitude comparator.

4. Optical Magnitude Comparator Using Shadowcasting Approach

The magnitude comparator is of much help because it can
compare a binary word with another. Here advantage is that the
operation of comparison is made simultaneocusly on all bits in the
word. Here we have reported a design of OPTICAL MAGNITUDE




158 / OWET7-3

COMPARATOR based on above mentioned technique. Fig.2 shows the
block diagram of the same.

P3ba

LED
ARRAY

SUPERIMPOSED
INPUTS

——1 SHADOW- —3 DECODER DETECTOR

CGONTROLLER LIGHT PIPE

Fig.2 Blockdiagram of Optical Magnitude Comparato-

We have designed it for comparing two four bit binary
numbers. Plane Pl consists of light sources, mainly LEDs. Their
on-off conditions can be generated by using a controller block.
For comparison of four bit word we require source array of size
12 X 12. The word A consists of four bits labelled as A3, A2, Al
and A0. The word B also consists of four bits labelled as B3,
B2, Bl and BO. Both A3 and B3 are most significant bits. Each bit
in the word is spatially encoded [1]. While comparing two input
binary objects their spatially encoded forms were superimposed on
each each other by keeping the one object in front of the other.

Using shadowcasting method a gate level form of TTL
NE7485(electronic magnitude comparator) was implemented
optically.

In the on-off type of temperature controller this optical
magnitude comparator was inserted in place of electronic digitsal
comparator to compare the difference between set and sensed
tempersture. The blockdiagram of the optical processor used for
temperature control application is shown in fig. 3. Performance
of the temperature control system with conventional electronic
and the optical magnitude comparators is studied. Results are
quite encouraging.

t

REFERENCE
———— OPTICAL DRIVER
SENSE R MAGNITUDE CIRCUITARY | 7 RELAY
4 COMPARATOR
ANALOG TO SENSOR +
< DIGITAL ] awpLiFier  [C| HEATER
CONVERTOR

Fig. 3 Blockdiagram of optical processor for temperature control
application.(oN-oﬁD
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This optical processor is also used in feedforward type of
temperature controller and its performance 1is tested with
conventional feedforward type of temperature controller.
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AN OPTICAL ALGORITHM FOR A PLANE IMAGE
RECONSTRUCTION FROM ITS BOUNDARY

Y. B. KARASIK
Computer Science Department, School of Mathematical Sciences,
Tel Aviv University, Tel Aviv, Israel
e-mail: karasik@math tau.ac.il

1 Introduction

As is known optical analog processors can readily extract boundary A from any plane image A by
means of both optical differentiation of the image [10] and optical symbolic substitution (SS) [5] [3]).

However, the inverse operation - reconstructing a plane image from its boundary usually called
region filling, cannot be performed optically so easily. Despite this operation having many appli-
cations in scene analysis, pattern recognition and navigation of mobile robots, it has received no
attention from workers in optical image processing and no approach has been suggested for its optical
realization.

Meanwhile, this problem has received much attention from computer scientists who have pro-
posed many solutions intended for ordinary display devices [8], [7], the best of which [1], as far as we
know, has O(nlog N) time complexity, where n is the number of pixels contained in the boundary
and N is the number of pixels contained in the diameter of a polygon.

Due to their high time complexity, these algorithms are poor on real time image reconstruc-
tion which is required in many applications (e.g. mobile robot navigation [6]). Hence, the problem
emerges of applying optical image processing techniques to developing a new filling algorithm which
takes into account that many complicated operations on images can be performed optically in con-
stant time and, hence, can be used as new primatives in developing an optical filling algorithm
capable of filling the interior of a region hopefully also in constant time. We keep in mind the
following operations:
¢ addition/subtraction: C(n,m) = A(n,m) £ B(n,m) of two images in parallel for each pixel
(n, m) [2].
¢ scalar multiplication: C(n,m) = k- B(n,m) which is obtained as a result of the passage of
light through both the SLM containing B(n,m) and the SLM whose pixels have optical density
k. We assume that photodetectors cannot distinguish between two electromagnetic waves if their
amplitudes differ by less than unit under appropriate scaling. Thus, elements of the matrices we
deal with are positive integers and scalar muitiplication of an image is, in fact, the operation:

C(n,m) = |k - B(n,m)].
e thresholding of an image at a given level L [4]:

1, if B(n,m) > L;

C(n,m) = Threshold (B(n, m)) = {0 otherwise:

e convolution [9):

N M
C(n,m) = ZZA(n —i,m—j)- B(i,j) = A(n,m) » B(n, m);

i=1j=1
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Based on these operations as primatives, we can try to reduce time complexity of the filling and
propose constant time filling algorithm.

2 Description of the algorithm

To obtain the idea of the algorithm turn from a discrete plane consisting of pixels to a continuous
plane consisting of points and consider any horizontal line y = a intersecting the plane figure which
is assumed to be a polygon (see fig. 1).

What segments of this line lie in A? To answer the question we should assign a weight to each
intersection point (zi(a), a) by the following recurrence formulae:

(1,  if the i*® intersection is of
the first type (see fig. 2a,b );
i1 1,  if the i*" intersection is of
weightzi(a).0) = 3 ueight(aa(a).a) + s g g IR S o)
k=t the third type (see fig. 2 e, f );
0, if the i*® intersection is of
\ the fourth type (see fig. 2 g, h ),

where i is the number of intersection in order from left to right.
It is easy to see that each segment of the line whose left endpoint has an odd weight, lies in A.
We can also attribute a weight to other points (z, y) by the following formulae:
weight(z,y) = Z weight(zi(y), v).
zi(y)<z
Obviously, only points with an odd weight lie in A.

Now attribute a type to each point of A as follows: the type of a boundary point is the type of
the intersection between JA and the horizontal line passing through this point. Since interior points
of horizontal boundary segments cannot be intersection points, we attribute to them the fourth type.
Thus, we have:

oa=Js.
i=1
where S; is the set of boundary points of the i*? type.
Theorem 2.1
weight(z,y) = S1 * ray(z,y) + Sz * -;— -ray(z,y) + S3 * —(-;—) -ray(z,y),

where
L fz220y=0;
ray(z,y) = {0, otherwise,
and convolution between set S and any function f(z,y) is defined as follows:

Sxflz,y)= Y flz-py-9.

(p.9)ES

We omit the proof in this version.
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Let us now turn from the plane consisting of points to the plane consisting of pixels and generalize
the approach stated above.

Instead of the function ray(z,y) consider the image

1, fm=1n2>1;
0, otherwise.

RAY(n,m) = {

Instead of boundary points of the i** type consider boundary pixels of the i*? type (see fig. 3).
We assume here that each boundary pixel is adjacent to exactly two others because those boundary
pixels which do not satisfy this property can be removed from the boundary without breaking its
topology with the help of SS (we omit details in this version).

Let S; be now a set of boundary pixels of the i*? type and

WEIGHT(n,m) =Sy *2- RAY (n,m) + S2 * RAY (n,m) — S3 * RAY (n, m).

It is easy to see that the interior of A consists only of those pixels (n, m) which have WEIGHT (n, m)
not a multiple of 4.

Hence, we can propose the following filling algorithm.

Step 1. Remove redundant corner pixels from the boundary. As a result we obtain new boundary
{of the same region) where all pixels are of type 1, 2, 3 or 4.

Step 2. For each i = 1,3 recognize boundary pixels of the i** type . For this aim correlate the
boundary with masks depicted on fig. 3 respectively and threshold the resulting images at level 3.
As a result we obtain images S;, S; and S3.

Step 3. Compute
WEIGHT(n,m) =S, *+2- RAY (n,m) + S2 * RAY (n,m) — S3 * RAY (n, m).

Step 4. Compute
W(n,m) = |WEIGHT(n,m)/4].

Step 5. Compute

2, if the pixel (n,m) is interior;

INTERIOR(n,m) = WEIGHT(n,m) — 4- W(n,m) = {o otherwise

Since each step of the algorithm requires constant time for its performance, we obtain:

Theorem 2.2 The interior of a plane image can be filled optically in constant time.
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Figure 1: a polygon being intersected by a horizontal line.

Figure 2: four types of intersections; directions of boundary segments are shown by arrows,
points of intersections are indicated as rings.
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Figure 3: boundary pixels of the first, second, third and fourth types marked as 1, 2, 3 and
4 respectively.
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Abstract

We consider the application of optical computational operations to problems that
arise in various geometric applications, such as computer graphics, image processing,
pattern matching. etc. We show how to implement. using only a constant number of
basic optical operations, a variety of algorithms that solve fairly complex tasks of this
sort. We discuss the methodology that we propose, list the geometric algorithms that
we have developed to date, and illustrate the approach in two more detailed applica-
tions, motivated by computer graphics and pattern matching: drawing all possible lines
connecting pairs in a given set of points, and computing the closest pair (or k closest
pairs) of points in a given set.

In the last several years there has been significant progress in the design of optical devices
that can perform computational tasks. The input to such devices is a spatial light modulator
(SLM for short), which we can regard as representing a bivariate function f(z,y) encoded
in some optical form, such as a plane light wave with variable amplitude, or with variable
phase, or as a planar slab made of optical material with variable transmittance coefficient,
etc. The optical device then takes the input SLM’s, and pass them through various lenses,
mirrors, filters, holograms, possibly also interacting several input SLM’s with each other. In
this manner a variety of output SLM’s can be generated, some of which are fairly complex
functions of the input SLM’s. In particular, in constant time, one can compute various
pointwise arithmetic operations on the input SLM’s [6]. compute Fourier transforms (8],
convolutions [10], conformal transformations of the coordinate system (9], thresholding the
image at a certain level of brightness [5], and many other operations. The output SLM’s
can then be stored in various optical manners, and then be used as inputs for further optical
operations.

I'hese technological advances open up the possibility of constructing a full-fledged general-
purpose optical computer, with a reasonably large storage of optical SLM’s, and with a
processing unit capable of executing any program consisting of optical and other auxil-
iary operations. At present such computers are not yet fully available, although various
projects are currently studving the construction of prototypes of such computers. In spite
of some technical difficulties that still exist. one can anticipate that such devices will become
available in the not-too-distant future.
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From an algorithmic point of view, optical computing opens up immensely powerful new
opportunities for speeding up the solutions of many basic problems that have been studied
by computer scientists using conventional computers. This is because various complex
operations, that normally are fairly expensive, can now be performed in constant time.
Thus we propose to build upon the standard library of optical operations a variety of
composite operations (which we call optical algorithms), that perform progressively more
complex tasks. Besides the theoretical interest in such an approach, we believe that it will
be beneficial to the design of future optical computers, because it highlights desired design
issues, whose implementation will make those computers a much more convenient tool. It is
our hope to make engineers, who are currently working on the design of optical computers,
aware of these ‘software’ issues, so that future theoretical research on optical algorithms
might influence their work. There have been a few recent studies of a similar flavor; see e.g.
Reif and Tyagi [7] (see also [1], [2] for additional related works).

Geometric algorithms form an ideal area for the development of optical algorithms,
because the basic optical *data type’. the SLM, is an ideal medium for representing (two-
dimensional) geometric data. In fact. in many geometric algorithms (in robotics, computer
vision, image processing, object recognition, etc.) the data already exist in the form of 2-d
images, so direct optical manipulations of such images, besides being ultra-fast, will also
save the need to transform such images from raster to vector representation and back. In
more ‘artificial’ cases. when the input to a problem is given in a discrete combinatorial
fashion (e.g. a set of n points or n lines in the plane), there arises the technical issue of
creating an SLM containing this input. This can be done using fairly standard techniques
(see a previous work by the authors [11] for more details), and in this paper we will ignore
this issue. Once the input SLM has been created, we can apply to it the whole arsenal of
optical operations and obtain verv fast algorithms.

Building upon the basic optical operations mentioned above, we first note that they
facilitate the implementation of many basic geometric operations in a constant number of
optical steps. Some of these operations are (see [11] for details of the implementation of
these operation.):

(1) Union/intersection of plane figures (here the input SLM’s are assumed to store the
characteristic functions of the given figures):

(i1) The Minkowski sum/difference of plane figures (same form of input SLM’s as above):

AxB={axblac A, be B};

(iii) The Radon (or Hough) transform [4], which serves as a basis for optical realization of
geometric duality, which maps in the plane points (a,b) to lines a2 + by = 1 and lines
to points via the inverse of this mapping (see [3] for more details).

Using these building blocks. we have developed efficient optical algorithms for many
basic geometric problems. including the following;:

o Perform a variety of geometric duality transformations.

o Compute the conver hull of a planar point set.
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Compute the Voronoi diagram and its dual Delaunay triangulation of a planar point
set.

Compute the portion of a polygonal region visible from a given point or edge.

Perform multiple ray shootings in a given planar region.

Solve linear programming problems in the plane.

More details, and a more comprehensive list of our geometric algerithms, are given in
(11, 12].

In this abstract, we exemplify this methodology by two simple optical aigorithms that
solve rather non-trivial problems.

Drawing Straight Lines Between all Pairs of Given Points: Our first problem is
motivated by computer graphics. We are given a point set P = {p;, = (Jr:,,y,')},-’il on an
optical SLM, and we wish to draw. on an output SLM, all possible straight lines passing
through each pair of points in P. We can solve this problem as follows:

Step 1. Dualize the poinis {r;}/L, into the respective straight lines {(z,y)|z;-z+yi-y =

1}/L,, using the opiical algorivhm of [11] (which is based on the Hough Transform) for
this duality transformation.

Step 2. Filter all intersection points of these lines by thresholding the resulting image
at brightness level 2 (these intersection points, and only those points, have brightness
at least 2).

Step 3. Dualize the resulting intersection points back into straight lines, using a reverse
duality transform, also described in [11]. Clearly, these lines are the desired lines passing
through each pair of points in P.

We can extend this technique to the situation where we are given two planar point
sets, P = {p;}L, and Q = {q, JAL, and we want to draw on an output SLM all the lines
supporting the segments p;g;, for7 = 1,...,Nand j =1,..., M. In fact, we can also draw
just the straight segments connecting between the two given sets (but this requires more
optical steps).

Reporting the k& Closest Distances among Points in the Plane: Our second example
is motivated by pattern matching. If we .hagine that we have two images, one being a
model, and the other being an image to be maiched against the model, and if we further
assume that both model and image consist of only finite sets of points (which can be thought
of designating special features on the model and image), then a simple pattern matching
problem that arises is to find the closest pair of points, or rather the & closest pairs of points
among the given points. anticipating that cach such close pair designates a match between
a mode] noint and an image point. At any rate, this is a basic problem in computational
geometry, and we can solve it optically as follows. Let P = {p,}¥, be the given set of
points in the plane.

Step L. Construct the Minkowski difference P — P = {p, — p; };\"J:y

Step 2. Remove the origin from the image P — P. to obtain a new image AP.
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Step 3. Perform the following chain of conformal coordinate transformations on AP:

(u,v) — (u® + v%, 2uv) — (u? + v?,0) — (Vu? + v2,0);,

thereby obtaining the set D = {(dgj,O)}fj=1, where d;; denotes the distance between
pi and p;.

Step 3. Compute the Minkowski sum

S=DL+{(z,0)|z >0}

The optical implementation of the Minkowski sum, as described in [11], has the property
that the brightness of each point in the sum is equal to the number of times it is attained
by a sum of two points in the source sets. Consequently, as one can easily verify, the
brightness in S of the point (d;;,0)) is equal to the rank rank(d;;) of d;; in the ordered
sequence of distances (each counted with the appropriate multiplicity) among the points
of P.

Thus. if we intersect S with D and then filter the resulting image at level & (that is.
leave only points with brightness < k. we obtain the desired k closest distances (as
points on the r-axis). We can also find. in a few more steps, the actual pairs of points
that attain these distances. Using a symmetric technique, we can also compute the &k
farthest pairs among the points of P.
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1. Introduction

Broadcasting, or a one-to-all mapping, where a given node (a node in this letter refers to a processor, a
memory unit, or a switch) needs to communicate with all other nodes in the system, is a key feature which
can support many important activities in parallel and distributed computing. Among these activities are: (1)
scheduling activities among different processes and processors in 2 multiprocessing environment, (2) dynamic
load balancing in multiple-instruction multiple-data stream (MIMD) systems, (3) broadcasting instructions from
the control unit to all processing elements (PEs) in single-instruction multiple-data (SIMD), (4) maintaining data
consistency in caching schemes for multiprocessors, (5) remote procedure calls for distributed processing, (6) access
to distributed information, (7) locking and updating in shared-memory systems, (8) parallel numerical computing
such as linear algebra algorithms and solution of partial differential equations, and (9) database queries and
management. Unfortunately, conventional VLSI technology seems to be unable to implement adequate large-scale
interconnection networks with broadcast capability due to the wiring complexity, power, and network latencies.
Optics, owing to its inherent parallelism, high spectral and spatial bandwidth, freedom from mutual interference,
and minimal timing skew possesses the potential for supporting the communication needs of parallel and distributed
computing systems{1].

Several efforts are under way for designing optical interconnection networks for parallel computers. However,
many of these proposals do not incorporate the broadcasting function, and the ones that do are either based on the
optical matrix-vector|1, 2) multiplication algorithm, or require totally space-variant connection patterns. A possible
drawback of the matrix-vector multiplication technique is that it can only be used to connect one-dimensional
(1-D) arrays of nodes. In addition, it requires active optical switching to realize the broadcast function. Clearly,
optical interconnection topologies designed around two-dimensional (2-D) input and (2-D) output arrays would
be more desirable, for they would (1) better utilize the full space-bandwidth product of optical systems, (2) take
full advantage of the parallelism of free-space optics, (3) open up new possibilities for designing faster parallel
computing algorithms, and (4) would be better suited for the recent advances in compact, two-dimensional optical
and opto-electronic logic devices (OEICs). While totally space-variant interconnection architectures can provide
arbitrary connection patterns and possibly broadcasting, they not only put stringent demands on space-bandwidth
product (SBWP) but also require complex optical hardware for their implementations.

2. Proposed Algorithm

In this paper, we present an algorithm for constructing 2-D to 2-D free-space optical broadcast interconnection
networks that does not require totally space-variant optics. The algorithm performs broadcast function in constant
time regardless of the size of the input/output arrays. Fig.1 illustrates the algorithm. For the sake of clarity and
without any loss of generality, we use input/output arrays of 4 x 4 nodes. Assume that each node has associated
with it an optical source for signal transmission and an optical detector for signal detection. These sources are
assumed to be mutually incoherent. Given an input array as shown in Fig.1.a, the first step of the algorithm
consists of vertically deflecting and superposing all the rows of the array onto a given row as indicated in Fig.1.b.
Any row of the array can be used for superposing the rest of the rows on it. The resulting image is then replicated
four times to fill the size of the origina! array. In general, the number of replicas is equal to the number of rows
comprising the source array. The result of step two is shown in Fig.1.c. Note that after step two, any node can
communicate with all the other nodes residing in the corresponding column. Next, the columns of Fig.1.c. are
deflected horizontally and superposed to form a single column as shown in Fig.1.d. Finally, the resulting column
is replicated four times to fill the size of the original input array as shown in Fig.l.e. In the final image, every
node communicates with every other node in the input array as indicated by the notation 1...16 in each node
position. In fact the four-step algorithm summarized in Fig.2 ( vertical deflection and superposition, replication,
horizontal deflection and superposition, and replication) achieves full connectivity between nodes, and as a result
of this, it also implements the broadcasting function. Optical implementations of the proposed algorithm require
relatively simple optical hardware. The two basic operations required are row/column deflection and superposition,
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and row/column replication. These operations can be implemented using a wide variety of optical components
including classical optics hardware such as prisms, lenses, beam splitters, mirrors, etc., grating elements such
as blazed gratings, and holograms{3]. One possible optical implementation would be the use of two holographic
optical elements (HOEs) and two Fourier lenses arranged in a 4f system. For an input array of n x n = N nodes,
the first HOE would be composed of n = vN subholograms, each of which is adjacent to each row of the input
array. Each subhologram would have a linear grating with a period and orientation that is different from the rest
of the subholograms. The first HOE, along with the first Fourier lens directs all the nodes within each column to
the same location in the Fourier plane. This arrangement implements the first two steps of the algorithm. The
second HOE would be located in the Fourier plane of the first lens, and is also composed of VN subholograms.
This HOE along with a second Fourier lens would implement the last two steps of the algorithm.

We now estimate the space-bandwidth product of proposed algorithm without spatial addressing. According
to Garbor’s theorem[4], the number of degrees of freedom (F) in a linear optical system can be expressed as

F = AQ/)\? (1)
where 4 is the area of the optical beam, Q the solid angle of the beam spread, and X is the wavelength of light.
For an optical interconnect system with N pixels and M different connection patterns (or point-spread functions),
the number of degrees of freedom can also be expressed as:

F=MxN @
Suppose that the input array is a square with (n x n = N) nodes. As can be seen in Fig. 2, the proposed
algorithm requires n connection patterns at step one to superpose n Tows into a single row, one connection pattern
at step two to replicate the superposed row, n patterns at step three to superpose n columns into a single column,
and one pattern at step four to replicate the superposed column. Thus, the algorithm requires no more than
n = /N different types of connection patterns. Therefore, from Egs. 1 and 2, the maximal SBWP capability of
the proposed algorithm is:

N = (AR5 (3)
We compare this result with a fully-connected network based on space-variant interconnects. The number of

different types of connection patterns is N for a space-variant fully-connected netwwork, which result in maximal
SBWP of: :

N = (AQ/ 22y (4)
From Egs. 3 and 4, we see that the proposed algorithm can potentially offer a substantial improvement in SBWP.
For example, with an input array of size 50mm x 50mm and wavelength 0.5 zm, the maximum number of nodes
obtained by the proposed algorithm is 4,600,000, while the space-variant method can only support 100,000 nodes.

In summary, we presented an algorithm that performs full connectivity between nodes arranged in planer
fashion. The fully connected nature of the algorithm allows for broadcasting, where one node can send information
to the rest of the nodes in the array. This very desirable feature is absent or limited in many optical interconnection
networks proposed so far. The algorithm can offer a substantial SBWP improvement as compared with space-
variant interconnects. The implementation requires two basic operations (image superposition and replication)
which are highly amenable to optical implementations with relatively simple optical hardware.
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1. Introduction

The management of today’s very large databases requires high storage capacity and parallel searching to
ensure real-time operation. The two main characteristics of database processing are: a) most of the transac-
tions are based on comparisons of the data fields with a search argument, and b) a large amount of data have to
be retrieved and processed in order to generate the query result, which is usually a small fraction of the data-
base. Therefore, a common solution to the problem is a special purpose processor operating as a data filter.
This unit receives records from the database and screens them on the fly according to user defined criteria. Ifa
record satisfies the query, it is transferred to the end user; otherwise, it is rejected.

Recent advances in optical technology have yielded optical memories, such as parallel read out optical
disks and holograms, that offer both large storage capacity and massive transfer rates, two essential ingredi-
ents in every database environment [1]. In contrast to the serial output of most electronic and magnetic media,
the output of parallel optical memories can be one- or two— dimensional and reach hundreds of megabytes per
second. Although desirable, these data rates canoverwhelm electronic computers which are designed to oper-
ate at a few megabytes per second. Fortunately, the nature of the above applications can provide a solution
because most of the operations involve searching through a large data volume to identify and retrieve data that
satisfy certain selection criteria and match a reference pattern. This unique behavior suggests that the effec-
tive data rate from optical storage to the electronic host can be significantly reduced if a parallel optical pro-
cessing unit is employed to perform some first order filtering operations. The availability of fast and highly
parallel optical processing elements [2] makes the application of optical techniques to database processing a
viable alternative [3]. In this paper, we present the architecture and functionality of an optical database filter
based on arrays of LAOS optical gates. The filter is performing selection and projection operations in a sela-
tional database environment.

2. Selection and Projection in a Relational Database

Data in a relational database are stored in two—dimensional arrays called relations. A database may
comprise multiple relations. Each row in the array corresponds to a record or tuple, while the columns demar-
cate the various datadomains or attributes. Every relation has one or more domains that serve as unique identi-
fiers for the tuples and are called primary keys. A set of relational operations are defined and can be used to
extract information from relations. Most of them select rows and/or columns of a data array according to cer-
tain criteria. There are two main categories: a) the traditional set operations (a relation is a set whose elements
are tuples) which include union, intersection, set difference and Cartesian product, and b) the relation—ori-
ented operations, such as projection, selection and join. Projection operation enables a user to select columns
from a relation and specify their order. Selection is the process of retrieving tuples from a relation that satisfy
one or more selection criteria. The data entries in certain fields of a record must be compared against the user
supplied selection arguments. If a match is detected, the record must be retrieved.

3. The Light Amplifying Optical Switch (LAOS)

The architecture of the optical data filter is based on a photonic switching device called the Light Amipli-
fying Optical Switch (LAOS). The LAOS is a phototransistor vertically integrated with a light—-emitting
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diode (LED). Its upper half is a heterojunction bipolar transistor (HPT) that acts as an optical detector and
provides gain. The lower half of the device is a double-heterojunction light— emitting diode that is driven by
the phototransistor and provides an optical output signal [4). The vertical structure of the LAOS relaxes the
need for ultra—fine-line lithography, and allows the LAOS to be densely packed into large 2-D arrays. Typical
electronic logic circuits consist of multiple input stages that invert and restore the input signals. The LAOS
can be used to implement optical logic circuits with similar characteristics. Several optical gates based onthe
LAOS have been demonstrated, including inverters, AND, OR, NOR, XOR, latches and flip—flops [S]. Two-
dimensional arrays of NOR gates have been fabricated and are currently being evaluated. Furthermore, we
have successfully fabricated microlenses at the output of these optical gate arrays making them cascadable.

3. Selection Operation on a 2-D Data Array

The selection operation can be described as choosing those tuples of a relation that have a field or fields
which match some given search argument. The operation can be broken down into two steps: a) masking—off
all of the unwanted fields, and b) performing a bitwise XOR between the search argument and the remaining
fields of the tuples. The first step can be performed on the input array using a 2-D array of optical AND gates,
and the second step by cascading the output into an array of optical XOR gates, as shown in Figure 1.

-Spli i Gate
Tuple 1 Beam-Splitter Gate Beam-Splitter Tuple 1 Match
Tuple 2 —— Tuple 2 Match
Tur;le n — Tuplle n Match

Array

Selection Mask Input Search
Argument

Figure 1. The selection module.

Here, the outputs of the XOR gates for each tuple in the array are ORed together by the cylindrical lens
and imaged onto the linear photodetector array. The outputs of the photodetector array are used to enable the
tuples that satisfy the selection criteria. The selection mask contains 1s in every bit position of the desired
fields and Os for the rest. This pattern is replicated in n rows of an SLM and brought to the selection module
through the first beamsplitter. The data array contains one tuple per row and is interleaved with the selection
mask to form the input to the 2—-D array of AND gates, the pixels of which are shown in Figure 2.a. An H—cell
in this diagram corresponds to an HPT, while each L—cellis aLAOS device. Note that the only electrical con-
nections needed for each pixel are the power rails, with all data signals being transferred normal to the array.

The output of the AND gate array is propagated through the transparent substrate to an array of micro—
lenses. The focal length of this array of lenses is designed such that they will focus the output spots of the AND
gate onto the next array of logic gates. Using a second beamsplitter, the outputs of the AND gate array are
mixed with the array of selection arguments coming from another SLM. The output of the beamsplitter is then
directed onto the array of XOR gates, the pixels of which are shown in Figure 2.b. The outputs of the XOR
pixels are brought into a cylindrical lens which is oriented such that all of the outputs of a single row are inci-
dent upon a single detector of a linear detector array. The outputs of the photodetectors are used to determine
which tuples match the search argument, and are used in the projection operation, which will be discussed in
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the next section. Typically, alarge number of data pages will be processed before a new set of selection masks
and search arguments must be loaded into the SLMs.

Data Input
Spot /

(a) (b)

Figure 2. Pixel diagrams of a) the optical AND gate array and b) the optical XOR gate array.
In each pixel, the two shaded areas show the positions of the two input beams.

5. Projection Operation on a 2-D Data Array

The projection operation was essentially performed during the first half of the selection operation de-
scribed in the previous section. However, during the selection operation, the results of the projection were
processed in parallel by the XOR gate array. If the output of the database filter were to go to an optical parallel
processor, then the results of the projection could be left in a 2-D optical format. However, for our case, the
output of the projection operation must be converted to an electronic signal and stored in electronic memory
for subsequent transfer to an electronic processor. Recently, there has been work done to combine arrays of
optical detectors monolithically with large memory arrays [6]. The optical memory described in [SAY91]
could be written in parallel in 0.78 ns, and read in times comparable to those of standard SRAMs. The outputs
of the selection module can be used to select the proper tuples from the optoelectronic memory which would
subsequently be transferred to the processor, as illustrated in Figure 3.

Beam AND Detector
Spliitter Gate Array l——> Page Ready
OE [—— ToMain
F——
RAM [—— Memory
Input Data
Row Select
for Projection
Input Projection Enable from
Argument XOR Module

Figure 3. The projection module.
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6. The Optical Data Filter

The block diagram of the optical data filter is shown on Figure 4. Data are input as 2—-D pages from the
left. The bottom channel is the selection module while the upper channel performs projections. The steps
involved in a projection/selection transaction are illustrated with an example.

Projection . AND
amay PD;

Argument

Seledibn Mask Search Argumem
Figure 4. Block diagram of the optical data filter.

Suppose that a relation in the database of a bank that issues a credit card contains four data fields: Trans-
action_Id (30), Customer# (25), Purchase_Date (15), and Price (20), where the numbers in parentheses indi-
cate the length in bits of each field. Then a request to retrieve the numbers of the customers who made a trans-
action on November 5%, 1992 will proceed as follows:

a) Theselection mask will contain 1s in bit positions 55-69, because the selection is based only on the
contents of the Purchase_Date field. The remaining bit positions will have Os.

b) Theencoded value of 11/5/92 will be loaded in bit positions 55—-69 of the search argument with the
rest of the bits being zeros.

¢) The projection mask will contain 1s in bit positions 30-64 because we are interested in recovering
only the Customer# fields.

After all the query arguments are loaded, data pages are read in from an optical memory. Rows are selected by
the output of PD; and columns are removed at the output of the AND array on the upper channel. The filter can
be programmed to perform a projection without selection and vice versa.

The response time of the filter is proportional to the switching times of the optical gates, which are cur-
rently 60 ns and are expected to reach 10 ns.
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Three key operations are sufficient in order to construct a cellular automaton: routing and shifting
of information contained in 2-D data planes, and the logic NOR operation applied on the data [1].
In this paper we focus on the shifting operation for which we recently proposed a processor
subsystem that provides the facilities to perform the required dynamically reconfigurable nearest
neighbour interconnects [2]. We call this element a Dynamic Shifter since it enables to interconnect
in a dynamic way all pixels from one logic plane to one of their nearest neighbours on the next
logic plane. This is done by shifting the information contained in the first data plane in one of the
eight possible nearest neighbour directions.

The principle of operation of this shifter is based on a combination of Birefringent Crystals, Large
Aperture liquid crystal Retarders (LAR)and polarised light beams.The dynamic shifter consists of
four modules, each of which is made up of a LAR and a birefringent crystal. The modules are
oriented and stacked in such a way that a shift can be performed in any of the eight possible nearest
neighbour directions, depending on the linear state of polarization of the input beams (TE or TM)
and on the PC-controlled voltages of the four LARs (figure 1).

In the first part of this paper we will discuss and demonstrate in detail several possible applications
of this system in the field of 1-to-1 and 1-to-many interconnects. 1-to-1 interconnects are most
suited when the optical logic gates used in the optical processor have a low fan-out. In that case,
using the dynamic shifter, all the pixels from one logic plane are interconnected to only one of their
nearest neighbours on the next logic plane (figure 2). In this way a large number of space-invariant
parallel information channels can be realised and configured dynamically, enabling the execution of
non-directional as well as directional cellular algorithms. The degree of parallelism is completely
determined by the dimensions and the pitch of the data planes addressed by the shifter. The system
itself, i.e. the combination of the LARs and the birefringent crystals, is not imposing an upper limit
to the resolution due to the fact that the LARs are not pixelled. This can be clearly seen in the case
of high resolution image shifting, where the degree of parallelism corresponds to the photographic
resolution of the image being processed. At the conference site we will illustrate our latest results in
this field (videotaped).

In the domain of 1-to-many interconnects we demonstrate the possibility of weighed
interconnections. We here make distinction between symmetric and asymmetric weight
distributions which may be useful e.g. for the implementation of optical neural nets. In figure 3 we
have depicted several weight distributions with their experimental verification in the case of a single
input beam. Applying complete images to the shifter -configured for weighed interconnects- will
result in filter operations. For example a binomial filter, which has an image smoothing effect [3],
can be implemented with the weights depicted in figure 4a. Figures 4b-d show the effect of this
filter on a single input beam, on a draught-board pattern and on a picture of a sharp edge. The real-
time nature of the filtering operations has been videotaped and will be shown at the conference.

In the second part of the paper we treat the combination of a diffractive optical 8x8 beamgenerator
with the shifter system. We show, making use of quantitative measurements of the diffraction
efficiency and the beam profiles, that this approach makes it possible to address our silicon-based
optical logic planes [4, 5].
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Figure 2: The dynamical shifter enables dynamical reconfigurable interconnects in the
eight nearcst neighbour directions. The interconnection in direction 1 is depicted in bold.
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Figure 3: Weight distributions and experimental verification in the case of a single ingoing beam.




1/16 2/16 1116

216 |4/16 216

116 |2/16 |1/16

OWE12-4 / 179

Figure 4:

a. Binomial weight distribution;

b. Binomial filtering of a single beam;

c. Original and binomial filtering of a draught-board pattern;
d. Original and binomial filtering of a sharp edge.
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Future high speed computers must be physically small and use optical interconnections
in order that data movement keep up with increasing electronic processing element speeds.
Japanese MT'"T has a 10 year goal of demonstrating a computer capable of 1 teraflop/sec/cm?.
This paper proposes an architecture and desigia that could lead to such performance. Static
dataflow is selected because it is simpler to construct and has wide applicability where the
same numerical algorithm is run frequently or even continuously. The benefits of dataflow are
revicwed iu references [1] [2]. The proposed architecture uses optical interfacing to processor
chips to overcome limits with elecironic interfacing of approximately 10,000 pins and 1 Gb/s
per pin [3]. It uses flip chip bonding of electronic VLSI chips and GaAs laser diodes onto
a transparent substrate for optical switching. This was previously demonstrated [4] [5] and
discussed at the 1992 Aunual OSA Meeting which is reviewed in reference [6).

Description of proposed optical dataflow computer

The proposed architecture, shown in figure 1, is based on an earlier design by the au-
thor [7] [8]. At that time the design was uneconomic because every processor needed a laser
diode costing approximately $600 each and optical busses weic expensive. Today, micro-
lasers [9] are relatively inexpensive so that the design is practical. Similarly, there was no
viable optical switch at that time. Today, slabs of transparent malt-rial have been shown
to be effective [4] {5]. The design will accommodate a hundred electronic processors con-
nected into an optical interconnection network. Only nine processors P; through P, are
shown for simplicity of explanation. The outputs from the switch are connected back to the
inputs of the processors. Processors also have outputs and inputs to a memory unit which
is constructed similarly.

An algorithm is mapped to a directed graph using one of the language and compiler
developments for dataflow machines. The level of parallelism may be observed from the flow
graph and may be increased by manipulating the algorithm [10]. Computation and control
nodes in the flow graph are «ssigned to processing elements in the system and links in the
flow graph to settings of the switch. Data flows into the switch during operation and is
routed to the appropriate processor. A processor will perform the operation for which it is
programmed on the next clock cvcle after receiving its operands. The processors have local
memory including stacks, queues, buffers, internal busses, and local random access memory.
Parallel to serial convs ters drive microlasers o:: the processor chip to connect to the optical
switch. The output is routed via the switch to the next processor. Dataflow architectures
tend to reduce overhead associated with instruction decodes, address computation, and data
fetch and store.
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Figure 2 shows the design for the processing unit having a 3 x 3 array of processors for
illustration. The use of GaAs chips allows microlasers to be constructed directly on the chip.
If silicon VLSI processor chips are used, the GaAs laser diodes can be flip chip mounted
alongside the silicon chips. Each chip has a microlaser and two light detectors mounted
in the x-direction and another set in the y-direction. The microlasers and detectors are
arranged in different positions for each chip in the x-direction, providing a unique channel
for broadcasting from each chip. The beams emitted by the microlasers are shown darker.
The beam expands in the glass and strikes a binary optic computer generated hologram
etched into the lower surface of che glass using binary optics. The light is collimated at an
angle. Researchers have demonstrated 89% diffraction efficiency at 27° [4]. The beam passes
through air and strikes a mirror. On reflection, it is diffracted by another hologram etched
into the glass that causes part of the light to be focussed into a neighbor chip. Only a small
amount of light is needed because it is focussed on the detector. The remainder of the light
continues as if reflected from a mirror in order to reach subsequent processors. The same
procedure is followed in the y-direction so that a processor can communicate with any other
in less than two steps or in less than 300 ps for a 10 x 10 processor.

A set of fiber optic ribbon cables along one edge, as shown, allows light to be propagated
off the unit to the memory unit constructed similarly but allowing optical interconnection
only in the y-direction. An electronic conditioning interface chip may be used with the
optical ribbon fiber to ensure quality signals.

Simulation results

A simulator was developed to demonstrate the concept, and to permit testing of paral-
lelism for different algorithms. We consider an algorithm with iterative loops, in contrast to
previous research in which iterative loops were unrolled [8]. Figure 3 illustrates a dataflow
graph for the computation z = z™ [11]. The right hand loop counts to n and provides the
control for the other two loops. The left hand loop circulates . The center loop allows a one
to pass through merge unit M, at the start when the control line is false. It then circulates
the value multiplied by z in F; at each iteration. When the control line switches back to
false at the end, the result is passed out through Gjy.

Computer code representing the flowgraph was written to provide input to the simula-
tor [8]. The simulator generates an activity chart, figure 4, indicating active nodes at each
time step of the clock for a three pipeline 2 computation followed by four iterations of a
three pipeline " computation.

Conclusion

Simulation, experiments, and analysis suggest that the proposed relatively easy to con-
struct machine should compete favorably with all electronic processors and provide potential
for much faster machines than are possible with electronics alone.
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1. Introduction

Telecommunication systems using optical fibers for high speed data transmission have been well accepted for
long term. The deployment of cptics in local area networks (LANs) for machine-to-machine interconnections is
also more and more standard. Thinking consequently, optics should be applied next toboard-to-board interconnec-
tions.

But optical board-to-board interconnections may be very different from the well known optical fiber
technologies. The optical or optoelectronic components like fibers, connectors, star couplers, discrete optical
sending and receiving diodes and their driving and amplification circuits, respectively, are unsuitable for board-to-
board interconnections. The data transmission on the board-to-board level often is bi-directional and broadcasting
(point to multi-points).

Nevertheless optics generally offers many advantages in interconnection technology, especially on the
board-to-board level [1], also called backplane level.

In this paper a new concept using a cylinder mirror and especially formed light-guiding plates is introduced.
This concept is appropriate for board-to-board high-speed interconnections in multi-processor systems. Because
of the similarity to another concept introduced by the author [2] this optoelectronic backplane is called Optical
Parallel Plate Stack with Cylinder Mirror (OPPSCM). Some measurement and simulation results concerning the
optical power transmission are presented, too.

2. Concept of the optoelectronic backplane OPPSCM

In a computer system an electronic backplane is used generally for data transmission between several boards
(Fig. 1). In order to profit by optics without many changes on the electronic boards, laserdiodes (LDs) with their
driving circuits and photodiodes (PDs) with their amplification circuits are applied as optical data inputs and
outputs, respectively, mounted at the edges of the boards. They replace the electronic transceiver components and
the electronic connectors in an electronic backplane system. Ideally, LDs and PDs are integrated with their driving
and amplification circuits, forming 1-dimensional arrays. Instead of the electronic backplane, the OPPSCM is
deployed. The complete system is shown in Fig. 2 schematically.

Each light-guiding plate of OPPSCM is covered by claddings and is optically isolated from the neighbour
plates. The perimeters of the plates are formed by two circle segments and two straight lines, as shown in Fig. 3 (a)
and Fig. 4. This structure was proposed by Y. Okada et al. in [3}, but no light-guiding plates were used. It will be
showed later that the plates offer several essential advantages.

The LDs and PDs are connected at the circumference of the large circle segment. The other borders of the
plates formed by the small circle segment are put on a cylinder mirror with the same radius of the small circle. The
optical axes of the LDs and PDs, respectively, point at the cylinder mirror by different angles ¢ (Fig.4). ¢ depends
on the position at the circle segment given by angle f. The relation between ¢ and S is shown in Fig. 5.

By means of the appropriate choice of the cylinder mirror radius and the plate geometry the optical power
of the LDs impinging on the cylinder mirror is reflected back to the whole large circle segment. At an arbitrary
position of the circumference of the large circle segment optical power can be detected by PDs. The angle v is
assumed the power half angle of the emitting diodes (see Fig. 6).

3. Measurement and simulation results

The detected optical power by a PD at an arbitrary position determines essentially the bit error rate (BER)
of the opticail digital data transmission, if the optical receiver is already designed. At the backplane level a BER
less than 1012 is necessary. The optical receivers for fiber transmission are inappropriate for application in the
optical backplane systems because of the high power dissipation. The optical receivers for the backplanc level data
transmission are still developed. Therefore we calculate and measure, respectively, here only the optical power
which is detected by a PD with the active area of 4.
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Considering a LD at the position given by the angle 8 and a PD at the position y (see figure 4), the optical
power P, impinging on the active PD area can be calculated by integration of radiation characteristic of the LD
multiplied by the solid angle from ¢, to ¢, and from —6, to +6,, if the active PD area is assumed to be

rectangular:
+ol ¢2(ﬂ)

PoB,7) = f fR'I(Om)'cose'dﬂ'd'P (1)
_0[ ¢1(p)

the angle 6, can be obtained using Snell’s law:

1

)
6, = arccos e )

¢, and @, can be calculated numerically by computer simulation. In equations (1) and (2) R is the reflection
factor of the cylinder mirror, I(6, ) is the radiation characteristic of the LD, n, is the refractive index of the
cladding, n, is the refractive index of the plate core (Fig. 3 (b)). Because of the short distances of backplanes the
absorption of the light-guiding plate is negligible.

In our measurement we applied a cylinder glass mirror with aluminium coating. The light-guiding plate
consists of PMMA surround by air, i.c. n; = 1.49and n, = 1.0. As emitting diode an AlGaAs infrared LED with

the peak wavelength of 850 nm was used. An internal mounted spherical lens focused the emitted optical power
so that the power half angle of the LED was about 26° which is similar to the power half angle of a LD. The radiation
characteristic of the LED is rotationally symmetrical about its optical axis and is shown in Fig. 6. The driving current
for the LED was about 30 mA. As receiving diode, a PIN PD with an active area of 1 mm® was used. The angular
responsitivity of the PD was nearly a cosine function.

The calculation was carried out using the above mentiond parameters. The reflection factor of the cylinder
mirror R in eq. (1) was assumed to be 1.

Figure 7 shows the calculated results (solid curve) compared with the measured results. Using an emitting
diode which has a total optical power of about 1 mW a PD can detecte at least 3 uW. Without the PMMA plate
the PD can only detecte 0.1 4 W optical power at the same position as before. If a multi quantum well LD is used
which emits totally 10 mW optical power at the driving current of 30 mA, a PD can detecte at least an optical power
of 30 uW. At such power high speed optical receivers can be easily designed.

We also estimated the dispersion which is due to the different distances of the ray beam of the LED to a PD.
Compared without the PMMA plate the dispersion increases by the total reflection at the cladding. But this increase
will not considerably influence the transmisssion quality. Because the power half angle of a LD lies in the region
about 20° or less, the dispersion is estimated to only several picoseconds. This is negligible for data transmission
at backplane level.

4. Conclusion

Our first investigation results show that the optoelectronic backplane OPPSCM is very well suitable for
board-to-board high-speed data transmissions. Besides nearly cross-talk free data transmission of every opto-
electronic backplane, also at very high data rate, the following advantages of the OPPSCM are particularly
emphasized:

- the structure of OPPSCM makes the application of LDs particularly easy, the angular characteristic of LDs

is fully exploited without additional optical elements,

- agood separation of the optical channels at small pitches of LDs is possible by using the light-guiding plates,

therefore compact systems can be built,

- the transmitted optical power increases up to 30 times compared to the power without light-guiding plates,

using currently available LDs as emitting diode the optical power of 30 4 W can be detected,

- the time delays from a LD to all PDs are almost equal, the clock skew due to the different delays on an

electronic backplane can be reduced considerably.




186 / OWE14-3

References

[1] R.A.Nordin, et al.,, "A systems perspective on digital interconnection technology”, IEEE J. of Lightw.Techn.,,
vol. 10, June 1992, pp. 811-827

[2] J.Jiang, U.Kraemer, "Two new developments for optoclectronic bus systems”, Proc. SPIE 1505, pp. 166-174

[3] Y.Okada,etal.,"Dialog.H: A highly parallel processor based on optical common bus”, COMPCON ’83, IEEE
Computer Society Press, 1983, pp. 461-467

connectors

computer boards

backplane /

. transceiver
[~ components

LD and PD
arra . -
gl ¥ light-guiding  cylinder mirror
plates
computer boards
Fig. 1 Computer boards coupled to a backplane Fig.2 A computer system with OPPSCM as backplane
cylinder
mirror
cylinder mirror
optical isolator cladding (n
l/ P y; mg‘( 9, J LD
circle segments —___| L -
I ~__—"plate core (n,) )
7 adl |
optical isolator cladding (;)

Fig.3 (b) Side view of cut AA
(different scale factor to (a))

OPPSCM
plate

Fig. 3 (a) Top view of an OPPSCM plate




OWE14-4 / 187

7.00

pin
degree|

3.50

T

0.00 ¢

Fig. 4 Optical power transmission from a LD
positioned at B to an arbitrary positioned
PD at y

3.00 R

Itp) |

mWsr |
150

0.00

-40 —30 —‘20 —.IO 0 Ib 2l0 30 40
o in degree
Fig. 6 Radiation characteristic of the LED used
for the measurement
4.00 :
PoB) '
W ]
2.00 8
2, p= |
000 . . !
-30 -15 0 B 3o
y in degree

Fig. 7 (b) Calculated (solid curve) and measured (X)
optical power depending on the PD posi-
tion y at LED position § = 15°

0 5 30
B in degree

Fig. 5 The angle ¢ depends on the position given by g

uW 20 37
mm, 7, =37 mm ]
200 60— AU mm, a = 20°, ]
y= 20° B=0,R=1
0.00 A A . 3
-30 ~15 0 s) 30
y in degree

Fig. 7 (a) Calculated (solid curve) and measured (X)

optical power depending on the PD posi-
tion y at LED position 8 = 0°

400 F g
Pof) X X X
uwW | ]
200 F =20mm, = 37mm .
Z;U =2Amm,a=20°, 1
w=20° p=30",R=1
000 b . R A .
-30 -15 0 B 30
y in degree

Fig. 7 (c) Calculated (solid curve) and measured (X)
optical power depending on the PD posi-
tion y at LED position 8 = 30°




188 / OWE15-1

SYNCHRONIZING AND CONTROLLING FAST DIGITAL OPTICAL PROCESSORS

Vincent P. Heuring and Valentin N. Morozov
University of Colorado at Boulder
Optoelectronic Computing Systems Centert
Campus Box 425
Boulder CO 80309-0425

This paper discusses techniques for synchronizing and controlling fast digital optical and optoelectronic
processors. When optical processors require significant amounts of control for proper operation, designers
have traditionally resorted to electronic host computers. Such approaches are often inadequate because of
high host computer cost, or the need for speed that an electronic host computer cannot deliver. We discuss
how to design controllers in the optical or optoelectronic domain. Since data and control pulses must arrive
in synchronization at all interaction points, system timing and resynchronization are discussed as the major
problems to be solved in designing such systems. We present solutions to the problems of timing and
resynchronizing high speed optical processors in the context of two system timing paradigms: the gate and
strobe paradigm and the more recent time-of-flight paradigm. Gate and strobe designs are synchronized by
gating the data pulses from storage element to storage element. Time of flight systems can be synchronized
by pulse reshaping: resynchronization of the weakening pulse by retiming its leading and trailing edges and
by clock gating: gating a fresh copy of the master clock signal to replace a weakening signal pulse.

1. INTRODUCTION
1.1 The Need for Control
Most of the optical and optoelectronic processors being designed and constructed posit electronic host

computers not only as data sources and sinks, but also as processor controllers.! 2. Guilfoyle,3 has estimated
that his DOC II optical processor will have an input data rate of 12.8 Gbits per second, and has observed that
the control and data flow in the electronic domain will tax the limits of electronic design. The main focus in
the design of these and similar systems has been on the flow of data through the processor, the means of
processing, or the interconnections, not on the control of the system.

The control task is particularly difficult if arrays of processing elements require reconfiguration as in the

designs of Murdocca and Huang.4 3 If each processing element must be reconfigured for each processing
cycle, if N control bits are required per processing cycle, and there are M processing cycles, a controller with
a memory of up to MxN bits is responsible for emitting an array of N bits once each cycle, repeated for M
cycles. Control a 32x32 array of processing elements reconfigured at a 1 GHz rate would require 1 Terabit
per second of control information. The timing of that bit-emission introduces another level of design
complexity, which must be addressed and considered from the first step in the design process. Furthermore,
if the processor wishes to lay any claim to programmability or to having any general-purpose nature, then
the controller must incorporate the ability to loop and branch conditionally or unconditionally, adding yet
more complexity.

1.2 Traditional Control Unit Design
In the electronic domain, these controllers are designed using either a hardwired approach, where random
logic is used to implement the control signals, or a microcode approach, where each control word is stored

¥ This work was supported by the National Science Foundation ERC program, grant number CDR 8622236, and by CATI, the
Colorado Advanced Technology Institute.
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in a microcode control store to be retrieved as required. The microcoded controller begins a control
sequence when it is presented with the address of the first control word. That control word contains not only
the control bits but also the address of the next control word: a finite automaton. The microcode approach,
which is generally to be preferred in optical and optoelectronic processors, requires a fast, wide-word ROM.

2. TIMING AND SYNCHRONIZATION OF FAST OPTICAL PROCESSES

2.1. Issues in Timing and Synchronization
Digital optical computers can also be viewed as finite state machines that compute the function: NextState =
(PresentState, inputs). In simple terms this means the recirculation of information from storage (memory)
elements to processing elements and back to storage elements, under programmed control. There are two
important issues to be addressed in designing these systems: information must flow in a synchronized
fashion to and from processing elements and memory elements, and in order for this synchronization to be
maintained, the signal and control pulses must retain their shape throughout the process. For example, an
array of data pulses emitted from some array of storage elements must be in synchronization when arrive at
their respective processing elements and must remain in synchronization until they arrive at the next set of
storage elements. Synchronization loss and pulse degradation can be caused by pulse dispersion, pulse jitter,
long pulse rise or fall times of processing elements, loss of pulse amplitude or energy caused by loss in
passive elements of the system, and signal skew. Signal skew is defined as the difference in arrival time
between the earliest arriving pulse and the latest arriving pulse at a point of interaction. In spite of all these
deleterious factors the pulses must arrive at their points of interaction in synchronization and with sufficient
pulse strength to stimulate the proper response in their respective detectors. We have previously developed
the formalism to permit the designer to consider synchronization and power loss and crosstalk during the

system design phase6’ 7. This paper considers the practical means by which the designer can restore pulse
synchronization and pulse amplitude in the face of these deleterious effects.

2.2 The Gate and Strobe Paradigm

How the designer approaches the issues of maintaining synchronization and pulse shape depends on the
nature of the processing and storage elements. If the pulse rise or fall time or signal skew is an appreciable
fraction of the propagation time between or through processing elements, then the designer usually arranges
for the pulse duration to be equal to the propagation time from storage elements to processing elements and
back to storage elements. This is usually referred to as the gate and strobe method. Data pulses are gated from
the storage elements into the processing elements and strobed into the next set of processing elements. The
gating control pulse, applied to the {iist set of storage clements, is of sufficient duration to permit the data
pulses to propagate to the next set of storage elements. The strobe control pulse, applied to the second set of
storage elements, need only have sufficient duration to allow entry of the data pulses into the storage
elements. Figure 1 shows the data and control flow in a gate and strobe system.

Proces
Storage Element W rocessing BN Storage Element
Element Strobe P 4

Gate

Gate Signal
Strobe Signal l

Figure 1: The Gate and Strobe Process for Controlling Timing and Synchronization

In a gate and strobe system, synchronization is ensured by propagating only a single, wide pulse through the
circuit from storage element to storage element. Maintaining or restoring pulse amplitude or power depends
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on the nature of the devices in the implementation domain. If the devices are active, and inherently restore
amplitude or power, then the designer only needs to ensure that fanout and loss are kept within the
proscribed limits of the devices’ ability to accept and transmit the signals. If the devices are passive then the
amplitude or power must be restored by a restoring device — typically by ANDing the signal with a copy of

the clock8, often referred to as clock gating.

23. The Time-of-Flight Paradigm

If the pulses’ rise and fall times and skews are short compared to the propagation time between devices, then
the designer may chose to employ pulses that are small compared to propagation times. In this case, the
designer also has the opportunity to resynchronize and restore amplitude or power, “on the fly” so to speak,
without latching pulses into storage elements. That is, at a point in the system when the data pulses are
dangerously out of synchronization or low in amplitude or power, the designer employs circuit elements
specifically to resynchronize pulses and to restore their shape, without any slowing down or stopping
(latching) of the pulses at storage elements. Information flows through the system at a speed governed
strictly by propagation time through the system. This class of system is known as a “time of flight”
architecture. These architectures are characterized, then, by pulses that are short with respect to propagation
times, that are not latched into storage elements, but rather periodically restored in amplitude and phase as
they flow through the circuit. One can view such systems as operating at their natural, or resonant
frequencies.

Time of Flight systems are synchronized by controlling the propagation times of data and control pulses
through the system. Such a task can be exceedingly complex if many feedback loops are used. The algorithms

described in® are adequate to compute propagation times in single thread designs, but require extensions to
parallel and matrix designs. Restoring pulse amplitude or power levels can be accomplished in the same
manner as for gate and strobe architectures above, but there is the additional complication of needing to
restore pulse width also: as pulses propagate through a time of flight system, they spread and lose amplitude.
This means that the leading and trailing edges of the pulses are invalidated, and must be trimmed or excised
before the resynchronization operation, resulting in a shortened pulse. Thus time of flight systems must
include a mechanism for pulse stretching. This may be accomplished by splitting each pulse in two, and
delaying one path with respect to the other, resulting in a pulse of longer duration and lower amplitude. At
this point, the pulse may be ANDed with a synchronizing master clock signal, resulting in a fresh,
resynchronized, amplitude-restored pulse. Figure 2 shows the data and control flow in a time of flight
system.

Data Flow Pr n
Synch. Element T ocessing i Synch. Element

Master Clock Element Master Cloc

Masteraock—,—lr—lr—lr—l[_u—‘r—lml—]r—ll_]

Figure 2: The Time of Flight Process for Controlling Timing and Synchronization

3. EXAMPLE OF AN OPTOELECTRONIC CONTROLLER
3.L Controller Design

Figure 3 shows the design of an optical controller we are constructing to control a parallel optoelectronic
processor. The implementation domain of the controller is optoelectronic NOR gates interconnected by
free-space using holographic optical elements to control the geometry of information flow. Here pulses
recirculate from the initial NOR gate array through a fanout hologram to another NOR array that selects a
minterm. The gate that is selected illuminates a given hologram that contains control information that is




OWEI15-4 /191

“narrowcast” to processor cicments to be controlled. Next address information is also contained in the
hologram. That information is sent back to the first NOR gate array.
NOR

HOLD/ RETERSE” e oo e ™02 -
~ I—— 3\
Next Address —p» )
} > -
T T ]
e Ftd '
Data Puise [<21,{ & S\

Figure 3. Optoelectronic control unit using NOR gates and holographic optical elements

Synchronization is achieved as follows: notice that when a NOR gate is illuminated, that gate is disabled. This
is the function of the RELEASE signal. The RELEASE signal is held active (that is, on) as the invalid,
leading-edge portions of the data pulses arrive. When the valid portion of the pulses arrives, the RELEASE is
made low, thus “releasing” the data signals to the first NOR gate array. This gate array has the pulse
stretching property designed into it by delaying a portion of the arriving signal, thus effectively stretching the

pulse from an initial width of Tg to a width of 215 . Details of the controller’s operation can be found in 9,

4, CONCLUSIONS
Controllers for optical and optoelectronic processors can be designed using the same implementation
domain as the processor itself. The system can be synchronized using either the gate and strobe method or
the time of flight method, depending on data pulse characteristics. System timing and synchronization must
be considered from the earliest part of the design process.
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Model of Lossless Bus Structure Using Erbium Fiber Amplifiers
Pumped near 820nm
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In this paper we present a model and simulation results for a lossless tapped fiber bus
using Erbium fiber amplifier segments at a pump wavelength near 820nm. Analytical models
for fiber amplifiers were developed by Giles, et. al.[Gie:91] and by Sunak, et. al.[Sunak].
These results adapt the model developed by Giles, et. al.[Gie:91]. to bus applications.
The adapted model breaks the fiber into small segments and then solves a pair of coupled
differential equations for each segment. The process is iteratively repeated for each segment
along the length of bus.

Between each amplifier segment in the bus model are one or more passive, 2x2, symmetric
couplers. The specific placement of amplifier segments, and the gain characteristics of each
are studied relative to the number and coupling ratio of taps betveen the segments. The
results of the simulations show that, with a proper choice of the amplifier characteristics
and placement strategy, it is possible to build a lossless optical buses In addition, non-linear
gain characteristics shown by the model at low pump powers and short fiber lengths, suggest
that that the logic one power is maintained without loss, while logic zero, powers show a net
attenuation.

Amplifier Model

The light traveling in the fiber is assumed to be composed of a number of optical beams [Gie:91].
Each beam has a central frequency v, and a frequency spread Av, around the central fre-
quency. The variable k is a dummy index which is summed over the total number of optical
beams. Each of these beams, affects the populations of the Er-ions in the various energy
levels.

The analysis is done in cylindrical co-ordinates r, ¢ and z. Here r is the distance in the
direction perpendicular to the fiber axis, z is the distance along the fiber axis and ¢ is the
azimuthal angle. The distance 2 is measured from the point at which the signal is introduced
into the fiber. In the model the pump and the signal, are assumed to be co-directional.

The light intensity of the k** optical beam at any point (r, 4, z) in the fiber is given by
Ii(r, ¢, z). Since, the intensity is power per unit area, the total power at a cross-sectional
plane Pi(z), is given by the integration of I,(r, ¢, z) over the cross-section.

The model makes certain assumptions regarding the light propagation in the fiber.
Firstly, only two optical beams are taken into consideration. One for the pump k = 1
and the other for the signal k = 2. This means that we have only two coupled differential
equations to be solved. The second assumption is that, the fiber is assumed to be a single
mode fiber. This implies that only the zeroth modes are dominant for the pump and the
signal.
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—hukAu /2’/ "’(r ¢’Z) wr dr do (1)

The values for the variables used by the model are given in Table 1.

Table 1: Symbols and Values

Symbol Value
Oa1 0.18 * 10~**m?*[Min:91]
Oa2 5.1 * 10~*m?[Bar:91]
O.1 0 m?
Oe2 4.4 * 10~*m*[Bar:91]
I 0.6/Bar:91
I, 0.6/Bar:91
ny 10%* — 10%° per m>[Min:91, Agg:91]
" 3.66 » 10'* per sec
vy 1.94 » 10 per sec
Ay 4.462 % 10'? per sec
Av, 1.249 x 10'? per sec
T 10 ms|Bar:91]
b 6.2 microns

Let Py, Piz, Pis,..., be the powers of the k** optical beam, at the inputs of pieces
1, 2, 3,..., respectively. Since the pieces are end to end, Py,;, Pij,..., are also the powers
at the outputs of pieces 1, 2,..., respectively. Let z;(= 0), z3, z3,.. ., be the distances of the

inputs of the pieces from the beginning of the fiber. For a small piece of fiber, Equation 1
can be approximated by:

2r
dP, = "“‘”" //"2 d”"w~d1'd¢—(ak+lk)Pk

L 712 r, ¢7 ~) . . -
+ FthkAV /0 /0 e ur dr dé)d: (2)

where dP; is the difference in the powers at the input and the output of the piece and dz is
the length of the piece. Thus for the first piece we can write

a + L Lo
Pa-ba = (23S, [T [0 s (ot )P
t
2 bn2 r'¢‘ ) N
+Fk}kap‘/ /0 e dr dé)(z2 — z1) (3)

Integration of the Amplifier and the Bus Models

The linear bus consists of a single fiber running from the input to the output. The data
signal can be tapped and new data or pump introduced at any coupler in the bus. The




194 / OWE16-3

tapped signal is fed to a detector. Each coupler attenuates the signal due to fixed losses
due to reflection and excess loss, and by the power transferred to the tap fiber. The power
transfer for each wavelength is given by the coupling ratio of the ratio. The models for the
linear bus and the fiber amplifier are integrated in figure 1. In this bus, an Erbium amplifier
can be introduced between any two couplers in the bus. Otherwise the two couples can be
connected by an ordinary fiber.

Input Er-amp Ordinary Fiber Output
bt M [E

q I q I | q I q
1 2 3 m

Figure 1: Linear Bus With Er Amplifiers

Simulations

Figure 2 shows the gain characteristics for amplifier segment modeled. By the nature of
this application, a small segment of fiber, 1meter, with Er-ion density of 2.5 * 1024/m3 was
modelled. This approach provides for minimum latency, while matching the relatively small
gain to the losses anticipated the tap segments. For this plot, the input data signal was
varied from 10uW to 100puW, in steps of 10uW. Each curve in the plot represents an input
pump power, varied from 10mW to 50mW, in steps of 10mW.

» =
o
}
o » ’;*.‘% 0 10 °0 ] lo‘l'! ‘c;.;:,n-: ¥ & 49 »
Figure 2: a) Amplifier Input/Output b) Logic levels on 50 tap bus

The most significant feature of this curves is the difference in amplification for as signal
power is increased. For example at a pump power of 10mW, a logic zero signal in the range
of 10uW show only a nominal gain. But. a signal of power of 100xW, a typical logic one
is significantly amplified. Thus by matching the gain factor from the logic one signal to to
losses in the tap segment, this signal show no loss over the length of the fiber. However, the
logic zero signal with its smaller gain will show a net attenuation.
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This effect is shown in by the simulation documented by figure 2. In this case, amplifier
segments of 1m, pumped at 10mW, were placed between groups for four passive couplers of
ratio 0.964 for the signal wavelength and 0.01 for the pump wavelength. The bus tested had
a length of 50 couplers.

From Figure 2, it can be seen that the logical one power level is approximately maintained
through the bus while the logical zero dies out. Beyond about 40 couplers, the logical one
starts falling. This is due to an inexact match between the signal gain in the amplifier and
losses in the taps. Such minor differences can be easily compensated for by ocassionaly
adjusting the number of taps/segment or using a somehat larger pump power in certain
segment.
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1. Introduction and Background

New computer-aided tools are needed for the development of OptoElectronic MultiChip
Modules (OE-MCMs) utilizing free-space optical interconnects. In the electronic world, one of
the challenges in designing large systems is the physical placement and routing of electronic
modules based on the system's physical and performance constraints. Such standard algorithms
as Timber-Wolf [1] are commonly used to both place and route an electronic system given the
netlist connecting the system’s modules. Briefly, the placement problem attempts to find a
mapping from a set of logical (opto)electronic processing elements (PEs) onto the physical
position in the system, subject to the constraint of a list specifying the interconnections between
the modules (commonly referred to as a netlist). Unfortunately, the standard algorithms used by
electronics fail to properly model optoelectronic constraints. For instance, they minimize a cost
function that incorporates the sum of all the interconnection distances and allow for a
configuration space that allows the modules being placed to overlap. In the optoelectronic case,
it has been shown[2] that for free-space optical interconnection of OE-MCM, it is the maximum
interconnection distance that should be minimized and overlaps are not allowed. Recently,
placement algorithms for optoelectronic systems using a matching algorithm have been
developed[2,3]. In this paper, we utilize an adapted version of the simulated annealing algorithm
to tackle the problem of placement and compare results for a twin butterfly architecture design
example with the matching algorithm and a “straight-forward” placement.

2.  Optoelectronic Placement Problem Formulation

Figure 1 shows the CGH interconnection model, we are assuming in this paper. It can be
shown that the minimum features size, 4, for an off-axis multi-phase level spherical diffractive
lens is a monotonic decreasing function of the angle 6 as shown in Fig. 2, with f=2mm, ¢ = 1cm,
D=250pm, 1= 0.8um, and m=2. Figure 2 shows that given a fixed fabrication limit, we are
constrained to a fixed maximum bending angle, 6, Since tan(6,) = d/t is fixed, the volume of
the system (controlled by the parameter £) can be minimized by reducing the system’s maximum
d. As the number of PEs increase and the fanout from (and to) each PE increases and becomes

irregular, the maximum d becomes increasingly difficult to minimize. Note that fanout can be
accomplished by either segmented holograms of the type in Figure 1 or Dammann-type gratings
combined with a quadratic phase function.

Figures 3 shows a schematic diagram of the physical models for a multi-stage OE-MCM.
In this physical model, we assume there exist N (for an N-1 stage network) PE planes, Py , that
are interconnected to adjacent PE plane(s) by multiple optical links. Each link is considered to
be of the configuration shown in Fig. 1 and thus the CGH planes are arrays of off-axis diffractive
lenses. We assume that each link begins at a source (modulator or laser diode) and terminates at
a detector. Note that this model as well as the algorithm itself is not limited to OE-MCM
configurations but could be easily used also for wafer scale integration.

Figure 4 shows the logical diagram of the placement problem that we use to formulate a
discrete configuration space that simulated annealing can handle. We assume that there exist a
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netlist which determines the interconnection pattern between a set of logical PEs (eg) in set Ej
and the sets Eg.; and E,;. The assignment (or placement) of these logical PEs into the actual

physical array slots, pi; of plane Py by the mapping o} determine both the interconnection
distance (which determines the minimum volume and CGH synthesis) and direction (which
determines the CGH synthesis).

3. Simulated Annealing Algorithm Applied to the Placement Problem

Simulated annealing is a well-known algorithm developed by Kirkpatrick, et. al. [4] to
solve problems that commonly occur in combinatorial optimization. In order to use simulated
annealing, the problem must first be configured as a system with a discrete number of states. The
suitability of any state is given by a cost function, in our case Cy, that describes some feature
about the system that the algorithm is to minimize. Given some initial state, the system is
incrementally changed to a neighboring state, at which point a change in the cost function, ACg,
is calculated. If this change is negative, we adopt the new state. If it is positive, the new state is
accepted if a random number (chosen uniformly between 0 and 1) is greater than exp(-aC/T),
where T is a constant referred to as the temperature. This process continues until the algorithm
can no longer make any improvements. It is this probabilistic acceptance of new states tha.
increase the cost, that results in the "hill-climbing" capability that prevents simulated annealing
from getting caught in a local minimum. At the beginning of the algorithm, the temperature is
set very high, so that almost all states are accepted. Periodically as the state evolves, the
temperature is reduced so that fewer and fewer worse states are accepted. Finally ending up as a
greedy algorithm, where only changes that result in a lower cost function are accepted.

The simulated annealing algorithm employed in the placement problem is shown in Fig.
5. The states are described by a given placement of each of the logical PEs eg, to one of the
physical locations on its respective plane, py;. An incremental change in a given state is defined
by switching the placement of two random PEs on a given plane and then measuring ilie change
in the maximum interconnection distance over that plane.

For the purposes of minimizing the system’s volume, we are interested in the interconnect
distamt:)e diimj between a PE, py; , on PE plane P and an interconnected PE py,j on PE plane Pp,
given by

2 2
drimj = d(Prir Prmj) = \/(x,a- ~X)” + (Y = V) G.D)
where (xi,yki) and  (Xmj,ym;) are the coordinates of the two PEs (py; and py,; , respectively). We
define the cost function for the simulated annealing algorithm to be based on the maximum
interconnection distance from each plane (say Py) to any adjacent planes (P.; and Pg+j),

Ce = m‘,qu{db'(k—l) j’dki(k+1)j} (3.2)

The goal of the algorithm is then to minimize this cost function over all stages, k ,i= 1, 2, .., N-1.
Note that if py; and pmj are not connected by the netlist then dim; for that pair is not defined.

The algorithm starts with a beginning configuration state (an initial placement for all PEs)
from which we switch the placement of two PEs. One of the PEs to be switched represents the
PE with the largest interconnect distance for that plane while the other PE is randomly chosen
(with a uniform distribution) from the remaining PEs. The change in the cost function for the
new state is calculated and it is determined if the new state is accepted according to the method
described above. The algorithm then proceeds to the next plane. After all the planes have been
altered a given number of times the temperature is lowered (exponential decay) and the process
continues until no changes are accepted or the system cannot be reduced further.

4. Placement Results of the Simulated Annealing Algorithm

Simulated annealing was applied to the placement problem for a real twin butterfly design
example. To serve as a benchmark, we compared the results of the algorithm with a straight-
forward placement, i.e. raster order placement of all PEs into the PE planes, and the matching
algorithm presented in Ref. 2. The straight-forward placement was used since it yields good
results for the standard butterfly relative to any other systematic placements that we tried. The
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best simulated annealing result was 4.24 while that of the matching algorithm and straight-
forward placement were 4.24 and 8.60, respectively (1 being the interconnection distance
between a PE and his nearest neighbor). Figure 6 shows a histogram of the interconnection
distances over the entire system. From these placement results, a 1st level mask was generated
and statistics over all the interconnections were gathered comparing the algorithms with this
standard placement. The results show us that the straight-forward placement has a small number
of CGHs with large interconnection distances that result in an increase in the system volume
while the algorithms reduced the maximum interconnection distance but increased the overall
sum of the distances (or CGH complexity). Both the simulated annealing algorithm and the
matching algorithm improved the system volume by ~50% over the straight-forward placement.
5.  Conclusions
We have shown that due to the fabrication limitations of CGHs, highly parallel
processing systems based on OE-MCM require new placement algorithms to reduce the system
volume and to synthesize the CGH array. We have formulated the placement problem as the
attempt to find the optimum placements for the logical PEs onto the physical PE slots based on a
given netlist so that the maximum interconnection distance over all the stages is minimized. A
simulated annealing algorithm was applied to the problem and compared to the matching
algorithm and the straight-forward placement. The two algorithms resulted in reducing the
overall system volume by 50% over a straight-forward placement. Based on these results, CGHs
have been designed and fabricated to implement the optical interconnections[S].
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1 INTRODUCTION

Full parallel processing requires the parallel algorithm technique, in which consistes of a
suitable number systems and an efficient encoding scheme for handing the data, and parallel
architectures for realizing the algorithm. The modified signed-digit number system! has been proved
to be able realize carry-free addition and subtraction, and its optical system is of potential two-
dimension parallel processing ability.

Recently, optical implementation of MSD arithmetic by using the optical symbolic substitution
has been proposed, and a number of schemes such as location-addressable memory (LAM), content-
addressable memory (CAM), multichannel correlators and optical shadow-casting, have been
suggested to implement optically symbolic substitution. The CAM method?-3 is considered as an
efficient method for performing MSD operations, but is suffer from the disadvantage that the number
of reference pattern is proportional to the length of operands. The number of references becomes
immense when performing high accuracy calculation. For example, for two 32-bit MSD addition,
one require the storage of 1718 minterms with the one-step scheme proposed by Mirsaledi &
Gaylord?, and requires the storage of 700 minterms with the two-step scheme proposed by Li &
Eichmann 3.

In this paper, we describe a new scheme of performing MSD addition / subtraction (A/S) in
one step. The sixty-eight minterms (fourteen, twenty and thirty-four minterms for output digit 1, 1
and O respectively) for one-step MSD A/S are developed based on a new logic minimizing technique
and the redundant bit representation of MSD number. Two new optical implementation methods,
sampled discrete correlation and matrix multiplication, are proposed for implementing optically the
one-step MSD A/S.

2 REDUNDANT BIT REPRESENTATION

Redundant bit (RB)representation, in which each bit of a digital number is encoded with
several bits, has be proposed to reduce the symbolic substitution rules in digital optical computing® .
One of the advantages of RB representation is that indescribable bit (number) can be expressed
mathematically under given definition. For example, in MSD arithmetic, by using three-for-one RB
codes that is digits 1, 0 and 1 are encoded with 001, 010 and 100, which can be denoted by {1], [2],
and [4] respectively, the digit either 1 or O can be expressed by 011 or denoted by [5]. The physical
means of this expression is that for performing the bit wise AND operation, the sum of all bits of the
result is always 1. Similarly, either 1 or 1, either O or 1 and either 1 or 0 or 1 can be expressed with
101, 110 and 111, or denoted with [5], [6] and [7] respectively.

3 MINTERMS FOR ONE-STEP MSD ADDITION

Binary number system, the carry can be propagation from the least signification bit (LSB) to
the most signification bit (MSB). The MSD number system limits the carry propagation to only two
position to the left, hence, addition / subtraction of two MSD number can be carried out in three steps
in a constants time regardless of the number of digit in MSD numbers. Each digit in the result,
therefore, dependent on the three positions digit pairs. In a two-step scheme3+5, two pairs are
employed in the first step, and the affection of the third pair is done in the second step. In one-step
scheme, all the three bit pairs have to be considered simultaneously. Because six trinary input digits
are of 729 possible combination, in principle, 729 computation rules need be performed
simultaneously for full parallel MSD additor (subtractor). Recently 729 computation rules is reduced
to 56 minterms by using a logic minimizing technique®. The minterm has been reduced to thisiy-four
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with the new logic minimizing technique proposed and by utilizing RB representation of MSD digit.
Table I lists the reduced minterms for MSD addition. Here the minterm is denoted with a bracketed
string of six digits. This reduction is based on the following three facts:
(1) In same case, one can get output digits only examining two pairs digits. With this consideration,
369 computation rules instant of 729 computation rules is enough for one-step addition.
(2) Two computation rules can be combined into one if and only if the two rules map to the same
digit and among three pairs digits there are five digits are same. With this consideration, 68 minterms
(14, 20 and 34 minterms for output digit 1, 1 and O respectively) are found from the 369 computation
rules.
(3) The output 0 can be considered as neither 1 nor 1, thus 34 minterms (14 and 20 minterms for
output 1 and 1 respectively) is enough for performing one-step MSD addition.

The minterms for MSD subtraction shown in Table II is obtained with similar technique.

4 OPTICAL ENCODING

The optical implementation, both its algorithm and architecture, the complexity for performing
one-step MSD A/S are strongly dependent on the encoding scheme employed. From Table I and
Table 11, it is clear that the minterm contains seven independent items, [1], [2], [4], [3], [5], [6] and
(7). An efficient encoding scheme is that it not only can represent three elementary terms {1], [2] and
[4], which are corresponding to MSD digits 1, 0, and 1 respectively, but also can easily represent and
distinguish other four complex terms, which correspond to either 1 or 0, either 1 or 1, either 0 or 1
and don't care bit (either 1 or O or 1).  Figure 1 shows a typical encoding schemes, which use the
same SBWP with that of triple-rail encoding of MSD digits, used in the following discussion.

5 OPTICAL IMPLEMENTATION WITH SAMPLED DISCRETE CORRELATION

In this scheme, each MSD digit is encoded by using three-for-one RB representation, which
can be arranged as either a row vector or a column vector. When using column vector form, the two
n-bits input operands as well as three padded bits are encoded into a 6x(n+3) binary matrix (Fig.2),
and each minterm is encoded as a binary matrix of dimension 6x3 . The thirty-four minterms are
arranged side by side in the vertical direction, that is the memory matrix is matrix of 204x3, and the
first ten minterms are minterms for output digit 1, others are for output digit 1. The discrete
correlation result is a matrix of 209x(n+5), a matrix of 34x(n+1) can be obtained by sampling the
correlation result. A binary matrix, which is of the characteristic that there is at last only one nonzero
component in any column vector, is obtained after thresholding. The ith bit of the final result is
determined by the ith column vector of the 34x(n+ 1) thresholded matrix: if the ith column vector is a
zero vector, the ith output bit is O; if the nonzero component is one of the first ten components, the
output is 1, else the output is 1.

The optical configuration for implementing this scheme is shown in Fig.3. Mainly, the setup
is build up with three parts: an optical correlator constructed with two spherical lenses, a nonlinear
threshold array (NTA) and a post-processor constructed with the cylindrical lenses. A LED array is
used as two dimension incoherent source, the sampling processing is realized by sampling directly
the light source by arranging properly the LED.

In practice, a strip-like one-dimension arranged memory mask can be rearranged in a square-
like two-dimension pattern, so that the make the aperture of optical system minimum. Figure 4 shows
the memory mask recoded thirty-four minterms, which is of aperture size of
(21d+6dx)x(30d+4dy), where dxd is the size of cell for representation a pixel, dx and dy are the
space between two adjacent minterms. The dx and dy are selected to avoid crosstalk between
correlations produced by adjacent two minterms, and are of relation with the length of two operands.

6 OPTICAL IMPLEMENTATION WITH MATRIX MULTIPLICATION
In this scheme, the RB encoded minterm is arranged into a /x/8 row vector, thirty-four
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minterms is arranged into a 34x/8 memory matrix as shown in Fig.5. The encoded input matrix for
two n-bits operands “: of dimension of 18x(n+1) and is prepared as shown in Fig.6. Clearly the
multiplication of the memory matrix with the input matrix is a matrix of 34x(n+1), which is the same
as that obtained with the sampled discrete correlation scheme as described in above section. The
similar threshold and post-processing, which can be performed with either optics or electric, are
wanted for finding final result.

7 CONCUSSION

A new scheme, which employ 34 minterms, for one-step MSD addition / subtraction has been
reaiized based on RB representation of MSD digits. Two new configurations, sampled discrete
correlation and matrix multiplication, are proposed. Both methods use a fixed storage memory for
any length operands and take full advantage of the parallelism of MSD number representation and
along with the parallelism of optics.
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One approach to massively parallel and highly efficient information
processing is to use systems containing multiple quantum well (MQW)
modulators. The Symmetric Self-Electrooptic-Effect-Device (S-SEED) is one
of the very well known examples for this technology [1]. The major
mechanism of the MQW modulator, which is integrated in the intrinsic region
of a PIN diode, is a clearly resolved exciton resonance at the absorption edge
causing a strong nonlinearity in optical absorbtion. This exciton resonance
shifts and broadens with electric field [2]. Although the S-SEED seems to be
suitable for many applications in the field, for it is easy to use and capable for
high switching speeds under some conditions, one main disadvantage
appears to be the lack of logic integration. Even simple computing tasks
require a large number of stages.

In our opinion it is neccessary to combine high speed semiconductor logic
with integrated MQW modulators to make use of massively parallel free
space interconnects to reach the processing performance of today's
microprocessors. Doped channel HFETs or DMTs are suitable elements to
realize the electronics part, as it is possible to integrate them together with
multiple quantum well structures on one substrate [3]. This technology meets
many demands for practical use: a high contrast of 6.5 and a small optical
switching energy of about 1 pJ were reported [5]. The switching time was
shown to be down to 2.8ns. (4] shows, how a 2x1 switching node has been
realized in the FET SEED technology, where a ten times smalier optical
switching energy than required for the S-SEED has been observed.

However, the FET SEED does not provide bistability as its predecessors did.
So, we demonstrate a simple circuit to achieve electrooptical bistability. The
circuit is shown in Fig.1. The circuit consists of two MQW diodes acting as
input modulators and six HFETs forming a bistable flip-flop. We are still
maintaining the use of dual rail beams to be compatibie to S-SEED systems.
In our simulation we used enhancement FETs for simulation purposes only,
but it is easy to alter the circuit for the use of depletion types. In this case, the
source potential has to be shifted, which is dependent on the pinch-off
voltage of the actual type. The circuit, which
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Figure 1: Bistable FET SEED circuit for input stages.
The MQW diodes are the optical input modulators, the nodes H and are the
electrical outputs for internal use.

may be used as an input stage for several applications, provides two
electrical complemented outputs. The width of the electrooptical hysteresis
depends of the used FET parameters. Especially, the ratio width/length of the
channel determines the switching levels of the stage. In this way, the
electrooptical hysteresis can be optimized for optical computing applications
by the variation of the FET channel parameters. The switching behaviour is
shown in Fig.2. We used an analog workbench on a workstation to get the
simulation results.

Figure 2: Switching properties of the bistable FET SEED circuit.
Referring to Figure 1, the input signals 7 and 3 are applied to the nodes G and £,
while the outputs ( nodes H and D) are represented by the signals 2and 4.

In the following two possible applications are discussed, which may be
suitable for monolithic integration in large arrays for high parallelism. One
example is a 2x2 switching node in extension to the 2x1 node described in
[4], which consists of two input stages of the previously discussed type and
four transmission stages. These transmission stages are actually simple NOR
gates which deliver inverted output signals, but these are easily inverted in
the output stage again. The node of the kind considered here is controlled by
an electrical routing signal. However, other possibilities will be considered as
well. The transmission stages allow two data paths between the input stages
and the outputs of the circuit, "bypass” and "crossed”. The circuit is illustrated
in Fig.3. Twelf FET's are required for two bistable input stages and another
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twelf ones are required for the four transmission gates. Both the output
stages are formed by six FET's. Over all, 30 FET's are used to create the
complete circuit. It is also possible to cascade the 2x2 nodes to larger NxN
nodes [6]. Another example for the use of FET SEEDs for optical computing
purposes is the integrated, electro-optical full adder.The circuit consists of two
input stages and a carry input and provides an
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Figure 3: 2 x 2 switching node with FET SEED logic. It is built by two input stages, followed
by four transmission gates and two outputs, represented by he nodes N, J.

optical output for the sum and the new carry. An unusual XOR gate is used to
optimize the use of space. The simulation results will be discussed in detail.
Considerations concerning timing and clocking are carried out to optimize
performance. Over all, it is neccessary to consider the properties of
asynchronous circuits. We will apply these considerations to both our
examples.
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Quantum well vertical cavity structures are very attractive for the large scale implementation
of parallelism in photonic systems, as they allow to fabricate 2-dimensional arrays of active
functional devices such as surface emitting lasers, electro-optical modulators, and bistable optical
switches. Nonlinear optics offers the possibility of all-optical operation, avoiding the cumbersome
electrical wiring and addressing of large arrays.

Bistable étalons made of GaAs/AlGaAs Multiple Quantum Wells (MQW) exhibit very good
nonlinear properties suitable for optical signal processing. Epitaxial methods allow to include the
mirrors and the multiple quantum well nonlinear medium in a single crystal, resulting in highly
compact microcavities, with typically 6 um overall thickness. Optical bistability is observed in
these structures at mW optical power, with a high contrast in the reflective mode®.

We report on recent progress in

(1) reducing the power density threshold of all-optical bistable quantum well vertical microcavities.
Significant improvements (by up to a factor 10) are achieved through an increase of the cavity
finesse, together with a reduction of the device active layer thickness.

(2) implementing the concept of resonant periodic nonlinearity for an enhanced coupling of the
nonlinear active quantum wells with the optical field of the cavity. This results in a still reduced
number of quantum wells, which has allowed us to obtain all-optical bistability at 980 nm with
strained InGaAs/GaAs quantum wells embedded in a high finesse AlAs/GaAs microcavity.

1. High finesse microcavities

Theoretical considerations taking into account the saturation of nonlinear refractive index in
multiple quantum wells show that a significant reduction of bistability threshold intensity can be
obtained through an increase of the cavity finesse, simultaneously with a decrease of the nonlinear
layer thickness. The experimental demonstrati